i B

M =
BIRZEIT UNIVERSITY

Faculty of Engineering and Technology
Master of Computing (MCOM)

Master Thesis

Provenance-based Debugging and Drill-down Approach for Revenue
Leakage Detection and Root Cause Analysis: An Application in
The Telecom Domain

Jalat g clal ¥ Qi ELEISY Led gual g clilial) alaa aladlinly Gl g autil) daagia
elaiy) Jlaa B gk Al

Author: Supervisor:
Wisam Al-Abbasi Dr. Adel Taweel

This Thesis was submitted in partial fulfilment of the requirements for the
Master’s Degree in Computing from the Faculty of Graduate
Studies at Birzeit University, Palestine.
10"™-June-2018



i B

M =
BIRZEIT UNIVERSITY

Provenance-based Debugging and Drill-down Approach for Revenue
Leakage Detection and Root Cause Analysis: An Application in
The Telecom Domain

By: Wisam Al-Abbasi

Approved by the thesis committee

Dr. Adel Taweel, Birzeit University

Dr. Ahmad Alsadeh, Birzeit University

Dr. Samer El-Zain, Birzeit University



Abstract

Revenue Assurance (RA) is considered a top priority function for the
telecommunication operators. Revenue leakage, if not prevented, depending on its
severity, could cause a significant revenue loss of an operator. Detecting and preventing
revenue leakage is a key process to assure the efficiency, accuracy and effectiveness of
the telecom systems and processes. There are two general revenue leakage detection
approaches: big data analytics and rule-based. Both approaches seek to detect abnormal
usage and profit trend behavior and revenue leakage based on certain patterns or
predefined rules, however both are mainly human-driven and fail to automatically
debug and drill down for root causes of leakage anomalies and issues.

In this thesis, a rule-based RA approach that deploys a provenance-based
model is proposed. The model represents the workflow of critical RA functions
enriched with contextual and semantic information that may detect critical leakage
issues and generate potential leakage alerts. A query model is developed for the
provenance model that can be applied over the captured data to automate, facilitate
and improve the current process of root cause analysis of revenue leakages.

The proposed approach has been implemented and tested on thirteen revenue
leakage scenarios. Using defined root-cause gold standard datasets, these scenarios with
26 revenue leakage symptoms have been used to evaluate and validate the proposed
approach in terms of completeness and accuracy. The evaluation results show that the
proposed approach can automate the debugging and drill-down of the root causes of
these scenarios, and achieves 100% completeness and accuracy for the evaluated root-
cause scenarios. However, its accuracy is directly affected by the accuracy of the

contextual information and thus must be accurately represented.
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Chapter 1 Introduction

Current revenue assurance (RA) systems follow two approaches, either big data
analytics [60] or rule-based [15]. Big data analytics are useful approaches for
understanding streamlining and stored data, but they process only relevant data to
specific cases based on patterns. However, these approaches do not consider revenue
leakage as a whole from all its aspects and does not include all operational tasks and
processes. An example of this approach, which has been developed to detect anomalies
related to network issues, was proposed by Zoldi et al. [60]. Whereas there is a need in
telecom industry for studying specific cases, beyond general ones, that may cause or
lead to particular case of revenue leakage. There are many sources of revenue leakage
in the telecom industry, which require multilevel complexity analysis. For example as
shown Figure 1, a product that has many offers but includes one offer with a poor design
that is comprised of too much details, which would make it very difficult to detect a
revenue leakage using a general approach, but it requires approach which covers all

these revenue leakage areas.

Configuration
& Provisioning

i

Network
Investment Rating & Billing Operation
_ CAPEX* Usages
- OPEX* .

Payment & Audit &
Collections Reporting

\ |

Revenue

N

I]

'

Revenue Leakage
A

- Network & System Errors

- Human Errors {Miss configuration)
- Poor Product/Service Design

- Internal & External Fraud

* CE: Customer Experience - Regulatory Non Compliance
* CAPEX: Capital Expenditure

* OPEX: Operational Expenditure

Figure 1 Revenue Leakage Sources in Telecom industry [46]

On the other hand, Rule-based RA systems work based on predefined business

rules to capture certain traffic from multiple sources and make data comparison



measurements to detect revenue leakage issues or discrepancies [15]. Fine et al [15]
presents a rule-based system in which the defined rules have been set based on the
business logic using Business Rules Management Systems (BRMS) [6]. For example,
a rule may define that only prepaid subscribers are charged for their usage traffic using
the online charging system referred to as the Charging Control Node (CCN), while
postpaid subscribers are charged for their usage traffic using the offline billing system.
This rule implies that the switch generates voice call records for prepaid and postpaid
subscribers, but the online charging system charges and generates records only for
prepaid subscribers, while the offline billing system charges and generates records only
for postpaid subscribers, breaking this rule indicates that a revenue leakage issue may
have been introduced. The main problem with such approaches that they fail to both
automatically debug and drill down for root-causes of leakage issues. This thus
necessitates the development of an automated approach to address these issues.

The focus of this work is to extend the current general approach of rule-based
RA architectures. This is done through the deployment of a data provenance-based
approach that utilizes RA functionalities to generate provenance data, which can then
be used to achieve debugging and drill down features using back tracing of the
functional-workflow till the main source of input data. RA systems provide input data
for call and usage, which provide detailed records, from which calls or usage attributes
can be used to detect and derive revenue leakage causes.
1.1 Introduction

The main responsibility of RA analysts is to manage and prevent revenue
leakage based on RA methodology, as shown in Figure 2, [57]. Current RA
architectures support revenue leakage detection by applying a series of detective

processes consisting of monitoring, summarization, auditing, and investigation [57].



But it is not usually an easy task to track back to the sources and root-causes of a leakage
issue, since it may occur anywhere and almost everywhere in the business operations
due to the wide variety of rate plans, products, offers, campaigns, incidents, changes,
upgrades and millions or even billions of records in addition to the existence of tiered
product plans and flat rates [45]. Moreover, in many cases like in any other business
RA analysts may not be informed of such information, although they still have to study
their effect and deduce what exactly has affected revenues negatively and positively.
Another issue is related to making future decisions based on pervious events; current
methods depend on past experience of RA analysts to take future decisions, where
human error may occur in this process due to mistakes and staff rotations or
replacement. Root-causes of usage traffic and revenue trends anomalies may be due to
a change of a certain technical design of a product by an IT officer, a great revenue drop
due to a network failure, or a launch of two conflicting campaigns may cause the
estimated revenue of each of them to be much higher than the actual revenue. Therefore,
such incidents must be recorded for accountability purposes. We argue that automating
the debugging and drill down process would greatly increase performance, ease the
auditing process, save operators’ revenues, provide better analytical experience, better
management of data, more accurate reports and leads to an informed future decision

making process.



Detection

Prevention

Figure 2 RA Methodology

On the other side, provenance is a global term appeared for the first time in art
to relate to the creation and history of a specific artifact, such as the original painter and
location of a specific paint and its ownership history, offeringa contextual and
circumstantial historical track for the artefact [56]. Afterwards, the term has been added
to many domains and merged into multiple fields like archaeology,
paleontology, archives and science and computing [56]. In the computing field, data
provenance is being adopted by defining the origin of processes that have led to a
specific state of data product within an information system, such as databases and
workflows [40, 44]. Many studies and scientific research have been conducted in
computer science for the purpose of data provenance application upon two major
domains, science [19, 50] and business [11, 47]. Provenance modelling in the science
domain has seen sufficient advancement with the aim of information sharing and
validation in the scientific community while preserving copyright and authority aspects.
In the business domain the attention was more focused on achieving data quality,
reproducibility, auditability, validation, debugging, accountability, error backtracking,
prediction, and forward tracking aspects [28, 52, 1].

Several earlier provenance representation and characterization models were

proposed in literature, such as [5, 16]. Afterwards, research communities have made



huge efforts and contributions to improve provenance models, resulting in the
emergence of the Open Provenance Model (OPM), which is a causal graph standard
model representing entities and relationships among them. It describes the whole
provenance of data elements including the whole transformation or production process
in a workflow, consisting of artifacts, processes and agents [39]. Thereafter, W3C
standards body has extended OPM to produce the PROV model to boost entities
attribution and evolution over time, where entities may be physical or conceptual [38].
The workflow in OPM and PROV is queried using graph query languages, such as
Simple Protocol And RDF Query Language (SPARQL) language to query Resource

Description Framework (RDF) graphs [23].

1.2 Motivation

In the last two decades telecom industry have witnessed an exponential growth
in the data being generated, influenced by information technology and
telecommunication sectors advancement and rapid development. The data need to be
controlled, quantified, correctly generated, stored, and rated. It has to be carefully
analyzed, audited, integrated, and being able to provide knowledge in order to ease and
simplify the process of decision making. On the other hand, Revenue leaks largely
affect business profitability and continuity, the sources and root-causes behind these
leaks need to be identified and repaired in order to recover revenue losses. EYs’ Global
telecoms revenue assurance survey on 2013 has reported global losses in the telecom
industry of 1.1% as yearly revenue leakage, costing the approximately US$15 billion
out of US$23 billion for fraud leakage and revenue leakage [18].

From the above, we conclude that there is a critical need in the market for an

RA analytics debugging tool that would ease the process of finding root-causes in much



less effort, shorter time, limited need for human knowledge and experience, and limited
human intervention by simply providing an alert of the erroneous value associated with
possible reasons and sources of the error. Debugging and drill down in current RA
architectures are done manually taking several hours or even days of analysis. This is
due to the need to understand the complicated nature of data, drill down through
hundreds of services, offers, and products to assure that the issue is a real problem or
not and to figure out its root-cause and affected subscribers in real time to take
correction actions, reduce the amount of human work and effort needed in this process,
and make informed decisions in real time.

To our best knowledge, data provenance is not applied as a model in the telecom
revenue assurance systems design and development. Therefore, we are motivated in
this study to create a new uniquely provenance data model for this domain, since such
a model would help revenue analysts audit their operator’s traffic in a better way,
simplify error tracing back to the source, better management of the data and data
quality, and the provision of a historical record of data products and its origins

aggregated from multiple sources.

1.3 Problem statement and research objectives

Problem statement

Current revenue leakage detection approaches are mainly human-driven and fail
to automatically debug and drill down for root-causes of leakage anomalies and issues,
requiring time and effort to find the reason(s) of the leakage and increasing the financial
effect of the leakage issue. This, necessitates the development of an automated
approach to automatically not only detect but also identifies the root-cause of the

leakage problem speedily.



Research questions
> What data elements, business, contextual and semantic, are needed to identify
revenue leakage root-cause within a set of defined general scenarios?
> How to develop a provenance model enriched with contextual and semantic
information that captures all data elements needed for leakage root-cause
analysis?
> How to develop a query model that enables automatic debugging for root-cause

of revenue leakage detected issues from the underlying provenance model?

The proposed approach improves current RA rule-based architecture to be
provenance based. It does this through the deployment of Provenance and Data’s
(Panda) system approach for provenance capturing and tracking [27]. The proposed
provenance model extends Panda’s approach by automatically and eagerly capture
provenance information once the processes are executed, it stores semantic provenance
information in the relationships of the automatically generated data oriented workflows.
These workflows are stored in a graph database with the ability to connect to other
nodes that may enrich the contextual provenance information.

For revenue leakage detection, alerts may be generated based on Key
Performance Indicators (KPIs). Normally, usage and profit trends are expected to
follow a specific behavior at each telecom operator and for each usage scenarios. Often,
each operator defines its usage KPIs according to its market. For example, if voice calls
count is expected to be lower than 100 call per subscriber per day for 98% of Zain
Jordan subscribers. Once this KPI threshold is reached to be more than 150 calls per

subscriber per day for 20% of Zain Jordan subscribers, indicating that an abnormal



behavior has been introduced, then the proposed model would automatically generate

an alert with all possible reasons for the incident and the ability to drill down among

raw data.

The proposed provenance model is expected to answer the questions of:
Identify when, where, and why the issue has been introduced.

Recognize what actions, events, offers, network failures, system failures,
campaigns, incidents may introduce revenue leakages.

Recognize how data has been changed from its original form.

1.4 Research methodology

Carry out a detailed literature review of recent revenue assurance approaches
and techniques to find if there is any approach that enhances the debugging
and root-cause analysis capabilities for revenue leakage issues. Also, to find
out how data provenance application offers the ability of debugging and drill
down on different disciplines and previous studies. In our approach we try to
deploy logical data provenance in current rules based RA model.

Generate a simulated representative dataset, using a quantitative research
approach that include a call detail record generation tool. The tool developed
by Paul Kinlan [25] was found to generate sufficient call records for our
initially defined scenarios. The generated data will be a near replica simulated
dataset to a run environment will be utilized by our proposed model to study a
set of revenue leakage scenarios in order to detect, analyze the revenue
leakage issue, and investigate its root-cause automatically.

Describe the use cases and scenarios to be carried and tested, which should be

representative and descriptive of real cases that may represent fake (i.e false



positives) and real (i.e. true positives) alerts of revenue losses related to voice
traffic usage assurance. Then to conduct a systematic analysis of a typical
telecommunication environment to identify possible types of leakage scenarios
and their respective root-causes.

Develop a provenance model that includes provenance data elements,
contextual and semantic representation of information. Provenance model will
be linked to recording needed RA processes and measures integrated into RA
data, such as incidents, logs, offers, public holidays, and news tables. It will
define how provenance will be represented in the new model by defining the
schema that will be used to store the dataset and the architecture used to store
provenance information, what data represent provenance information, and the
provenance data format.

Develop a query model that can address the needs of the defined scenarios to
run workflow traceability and derive root-causes.

Use a data oriented workflow processing architecture (e.g. Neo4j graph
database [37] and py2neo [50] to query and construct the workflow, and to
store provenance information) to be used to represent the source nodes, the
associated nodes, processes execution, and data transformation.

Choose an implementation technology for provenance model data storage, and
the query model in order to be able to drill down while back tracing and being
able to query the data. Potential candidates include RDF and SPARQL,
Relational database and Structured Query Language (SQL).

Implement the proposed approach, including provenance and query models
and carry out experiments to evaluate the richness of the dataset for the

defined scenarios and upgrade as necessary.
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Evaluate the performance and correctness of our approach by applying the
developed model on different near real cases, then evaluate results by

comparing the results to the original designed scenario with leakage problem.

1.5 Summary of progress and contribution

To the best knowledge of the author and based on extensive literature review,
there is no research work that enhances current RA systems capabilities to solve
the research problem of this study yet there is a critical need in the telecom

industry and the research work for such research work.

So far, a rule-based RA system model that supports backward tracing consisting
of thirteen critical revenue assurance functions has been developed with a large

dataset stored in a SQL database and connected to a graph database.

Once, one of the functions is executed, its data workflow is automatically
generated, consisting of nodes representing source nodes and SQL processes,

and links representing the relationships between the nodes.

Provenance information is stored in the relationships as mapped attributes and
between the nodes and used filters. In addition to additional nodes such
incidents, logs, offers, and public events are connected to source nodes and

results nodes to enrich the provenance information.

Once a threshold is reached the system generates an alert with possible reasons
and additional information, a data workflow graph explaining how the data has
changed and tables of all affected data at each step to give the analyst the ability

to drill down among the raw data.
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1.6 Organization of the thesis

Chapter 2 provides a background about the topic and discusses the literature and
sources available.

Chapter 3 describes revenue leakage types through literature review and
systematically.

Chapter 4 gives a general overview about the proposed approach and the
scenarios to be used later on.

Chapter 5 gives a general overview of the implementation of the proposed
model and testing the scenarios and the evaluation of the proposed model.

Chapter 6 explains the evaluation methodology followed, evaluation metrics,
data collection, and discusses the results

Chapter 7 provides a detailed conclusion for the proposed approach

contributions, results, limitations and future work.
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Chapter 2 Background and literature review

2.1 Background

One of the most fascinating aspects about telecom industry is how the business
exploits technology and data to extract knowledge, providing better services for their
subscribers with appropriate targeting of their market while preserving revenue
streams, quality, control, and security aspects [51]. There is a clear correlation between
the basic organizational structure (business functions) and the core operational systems
(computer systems) in the telecom industry, facilitating the process of identifying
knowledge sources within the business and how they are relate to each other. Major
information systems applied by telecom operators that may affect the revenue streams
significantly in case a problem has occurred. These systems are the data collecting
system, the billing system, the settlement system, and the operation and account system
[8].

Data in telecom come from different nodes through the Mediation system where
they are being parsed, classified and distributed among other systems as in Figure 3.
The figure represents the nodes in the Global System for Mobile communications
(GSM) and the Universal Mobile Telecommunications System (UMTS) networks. RA
detection mechanism works by monitoring data movement and changes between
different systems and within the same system using comparison, investigation and
auditing of information and processes to find the root-cause behind detected errors [54].
To be more specific, telecom data vary from subscriber information, call details, Short
Message Service (SMS) details, General Packet Radio Service (GPRS) usage details,

subscription and refill transactions, and charging information.
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Figure 3 GSM and UMTS networks architecture [20]

Some of the main network nodes and systems are:

MSC: Mobile Switching Center which is the network server that is responsible
for call setup, routing, and release in addition to SMS routing, conference calls,
and the interaction with other networks, such as Public Switch Telephone
Network (PSTN). MSC records contains information, such as calling party,
called party, traffic type, duration, switch 1D, date and time, Roaming or local
[54].

SMSC: Short Message Service Center is a mobile telephone network node that
is responsible for storing, forwarding, converting, and delivering short messages
from mobile to mobile, mobile content provider, and application to mobile.
SMSC records contains information, such as calling party, called party, traffic
type, switch 1D, date and time, Roaming or local [58].

CCN: Charging Control Node, which is a signaling node that is responsible for
the rating and charging of data packets and usage events in the communication
network and the generation of call detail records for prepaid subscribers. CCN
records contains information, such as calling party, called party, traffic type,

duration, volume, date and time, roaming or local, charge [46].
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e Billing: Billing system is responsible for loading all charged events of postpaid
subscribers into the billing table. Billing table contains information, such as
calling party, called party, traffic type, duration, volume, date and time, roaming
or local, charge [59].

e SGSN: Serving GPRS Support Node is the node responsible for handling GPRS
traffic within the communication network, SGSN is like MSC node for voice
traffic. SGSN record contains information, such as calling party, used Access
Point Name (APN), duration, downlink volume, uplink volume, total volume,
date and time, local or roaming [53].

While there is a critical need in telecom industry for revenue leakage detection,
debugging and drill down in real time. Data provenance has been widely used for
auditing, root-cause analysis, and debugging purposes exploiting its tracing and
information capturing capabilities to get the derivation history of data in database
systems and workflow systems and determining the source of error.

Many studies and scientific research have been conducted on the application of
data provenance following two main research domains, data provenance in database
systems and data provenance in processes. Data provenance in database systems has
been mainly focused on the executed query results [9]. Data provenance is captured to
determine from where these results have been acquired, why these data were included
in the results and why other data were excluded from the results [7]. The other research
domain, data provenance in processes which are represented in workflow systems,
where provenance is captured in the workflow after each step execution completion
[12].

Several earlier provenance representation and characterization models were

proposed in literature, but the first main widely used representation model was the Open
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Provenance Model (OPM), a causal graph model representing entities and relationships
among their transformation or production process in a workflow, consisting of artifacts,
processes and agents [39]. Afterwards, the World Wide Web Consortium (W3C)
standards body has produced the (PROV) model influenced by (OPM) model, PROV
was produced to boost entities attribution and evolution over time, where entities may
be physical or conceptual [38]. (PROV) model is represented by a directed graph
consisting of entities, activities, and agents connected together to define the
provenance. In this study, we take the transformation of revenue leakage detection
functions and processes, as our domain, in determining provenance, and PROV model
as our provenance representation standard.

In this work, we use Neo4j graph database [37] to build the data-oriented
workflow, representing the data nodes included in the revenue leakage detection
functions and processes, associated nodes for contextual information provision and
executed SQL processing nodes. Where provenance semantic information are also
being represented in the processing nodes. Neo4j is an open source non-relational,
graph database developed in Java that uses graph structures for data storage purposes.
Neo4j is considered one of the most popular and widely used graph databases due to its
capabilities of full and incremental backups, Cypher language, high availability,
Atomicity, Consistency, Isolation, Durability (ACID) based integrity, and its
comprehensive graphical user interface [37]. In order to work with Neo4j using Python

language, Py2neo Application Programming Interface (API) is used [50].

2.2 Literature review

Revenue assurance systems use the same concept of understanding the revenue

management chain to detect and prevent revenue leakage cases, but they differ in the
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techniques they use. These systems collect data from different network data sources,
these data are being reconciled and matched based on automated rules or patterns,
further investigation and reporting are being conducted based on the reconciliation
results. KPIs and alerts are also used for notification purposes in the automated
management.

Through literature review, we can observe the very limited research efforts
performed on the area of revenue assurance understanding and enhancement in telecom
domain, Rob Mattison is an internationally recognized RA expert and the president of
GRAPA (The Global Revenue Assurance Professional Association), Mattison has a
notable contribution in defining revenue assurance concept and standards in the telecom
industry [36, 33]. He has published several white papers for assessing revenue
assurance capabilities [34]. Mattison has also proposed a framework for revenue
assurance decision making based on the cost and benefit equation, and elaborated on
how to evaluate both of them and maximize benefits and minimize the cost [35]. But to
our knowledge there is no research work that enhances current RA systems capabilities
to solve the research problem of this research work.

Revenue leakage is likely to occur in any business regardless of its sector or
size, and at any level in the revenue cycle due to errors happen at the organizational
process or the technological side of the business. These errors usually take place as the
complexity of the business itself increases, and when it comes to the field of telecom
industry, these errors have a higher percentage to occur because of the high degree of
complexity in the domain products and services, emerging technologies, introduction
of new systems in the market, and integration among all existing systems. Therefore,

the main possible sources of revenue leakage in telecom industry are fraudulent
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activities, inappropriate processes, poor system integration, undiscovered
discrepancies, human error, and inappropriate marketing.

Although several approaches appear in the literature that provide different
methods for revenue leakage detection and root-cause analysis in other disciplines, such
as the health and airline domains [27, 29, 31, 36, 42], however for the telecom domain,
relatively very limited number of relevant approaches can be found in the literature [21,
15, 48, 60]. In this context we’ll review some research works that have addressed this
problem and the provided techniques for revenue leakage detection, their most
important positive and negative aspects. Generally speaking revenue leakage detection
can be classified into: analytical-based approaches and rule-based approaches.

Provenance-based approaches are also discussed to bring relevance to the topic.

2.2.1 Rule-based approaches

Niall et al. [21] have proposed a system and method for performing offline
revenue assurance activities on data usage in order to detect revenue leakage areas. This
is done by auditing and investigating usage records from their sources in the network
to identify the resulted discrepancies then take the suitable corrective actions. The
system works by adding a revenue assurance component to the telecom network. This
component is configured to receive consumption data from an online real time charging
system, and receive usage data from the mediation system. Then the RA component
compares consumption data to usage data for each service to identify inconsistencies,
in addition to performing accuracy and completeness checks on the revenue streams by
doing trend analysis, measuring trends, and dividing billing data into revenue streams
and rising alerts based on certain predefined Key Performance Indicators KPIs.

Discrepancies are determined through operations, such as time gap analysis, statistical
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count analysis, and audit trail tracking that involves linking an identifier between usage
records and a summary record. The inconsistencies are corrected by asking other
network components to resend the missing data. If the discrepancies are not resolved,
then the situation needs to be investigated by the RA admin manually to analyze the
root-cause of discrepancies.

Fine et al. [15] have presented a patented revenue assurance tool for multimedia
services. The proposed system works by collecting data from different network
elements into a data repository configured tables in addition to vendor settlement data
[15]. The system also includes a processor responsible for reconciliation, tracking, and
reporting based on certain predefined rules, the reconciliation is done by linking at least
one table to at least another one table to compare their data, then an alert rule is triggered
in case the threshold that is associated to this rule has been exceeded. Moreover,
tracking and trending of the data retrieved from at least one of the tables is done, but
when the associated rule threshold of a certain type of traffic is exceeded an alert is
raised. The alerts triggered by reconciliations and trending may indicate a possible real
revenue discrepancy related to a revenue leakage problem, data anomaly, system defect,
or an input error which are usually followed by a manual investigation phase and

correction and recovery actions.

2.2.2 Analytical-based approaches

In the healthcare domain, according to a white paper by Opera solutions 54% of
hospital executives have increased their employees in order to solve the problem of
revenue leakage. This is done by addressing revenue integrity problems through manual
revision of the revenue stream [24]. But due to the complex nature of the systems, data,

policies, and billing codes in addition to the great amount of data, other executives have
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implemented another solution, rule-based systems, which raise an alert for potentially
missing bills, charges, diagnose, or procedures. The paper argues that both solutions
have many limitations because of raising fake alerts and wasting time and money, since
the manual revision requires highly skilled auditors, costly, and its effectiveness relies
to a high extent on the labors and their professionalism. While rule-based systems may
be too aggressive or conservative by detecting too many false positive for review or
failing to detect real missing problems, and they need to much time to be adopted,
maintained and reach the maturity level. Moreover, these systems need to be updated
each time a change made to billing. Therefore, the authors propose a more efficient,
effective, accurate, flexible, and comprehensive solution. This solution uses the analytic
approach exploiting the concepts of machine learning, predictive modelling, and
anomaly detection to detect outlier behavior and score the patients invoices according
to incorrect charges and missing bills. Then these scores are ranked depending total
impact in money. Highly prioritized missing invoices or charges are then investigated
by nurse auditors to confirm whether they are actually missing to decide where the
auditing resources should be focused. After investigation, nurse auditors find the root-
cause for revenue leakage, start the correction actions, and add missing amounts to the
patients’ invoices. The proposed solution is effective and efficient in rising accurate
and correct alerts for missing invoices, charges, and procedures. It also has the ability
to continuously learn and adapt to find the source of leakage, but the main shortcoming
for this solution that it has to be followed by manual effort and intensive investigation
to find the root-cause for the missing problem, the solution finds out the source of
missing but the auditors then have to analyze why this missing exists.

Another paper, by Schouten [48], explains how the ineffective revenue cycle

management in healthcare industry has have a major impact on the bottom line for long
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time ago due to the billing complexity. Also the lack of the right technology to detect
and recover from missing and erroneous billed amounts has affected revenues. It
discusses the shortcomings of other revenue leakage detection approaches; manual
auditing and rule-based systems as in the previous study. Then the author has
introduced the advanced analytics approach combined with machine learning,
predictive modelling, anomaly detection, and pattern recognition to find hidden
connections to filter out missing records and erroneous charges as in the previous study.
Again this is a powerful approach but it needs too much of human effort and time to
analyze the root-cause of the problem and take corrective actions.

While Zoldi et al. [60] have followed another approach by explaining that many
revenue leakage problems occur due to network problems. These problems may cause
calls not to be charged depending on the severity of the problem. Therefore, the authors
argue that a network assurance analytics system that detect anomalies related to
network issues that may lead to a revenue leakage, provides the telecom operators with
the ability to apply fast fixes to the revenue leakage area and prevent great financial
losses. The system works by using recursive variables in order to detect abnormal
patterns, which may be a sign of a network failure or issue associated to a risk score.
All scores are ranked according to their severity combined with reason codes captured
by the recursive variables. Moreover, the system uses profiles for predictive analytics;
these profiles are concise mathematical representations containing recursive variables
of calling patterns occurring in the networks to study the calling behavior at four levels:
the calling party (originating number), the network signaling node, the call route from
the calling party to the called party, and the called party (terminated number).

From the above, we conclude that observed revenue leakage detection

approaches lack the ability to automatically find out the source of error or leakage. It
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also requires human knowledge and intervention in the investigation process. Manual
auditing is not an option in this context for leakage detection. Moreover, big data
analytics approach works on pattern basis and requires time to adapt and learn based on
previously known issues and anomalies. Whereas rule-based approach in our opinion
performs better in leakage detection, since they work based on certain predefined rules
and must be highly efficient if it is well tuned. Therefore, RA rules based approach will
be the main focus in this study to be extended by adding the ability of root-cause

debagging through data provenance after leakage detection is completed.

2.2.3 Provenance-based approaches

Data provenance has been used for auditing, root-cause analysis, and
debugging purposes, since it refers to the origins and the derivation history of
data, making it easier to trace back to the sources and root-causes of faults and
errors in database systems and workflow systems [27, 29, 31, 36, and 42]. Using
data provenance has shown to be very helpful for debugging goals; it defines
the relationships between inputs and outputs in addition to the processes
involved in the flow.

According to lkeda et al. [27] processing steps performed by the users
on publically available data for analysis purposes can be managed using data
oriented workflows. But the authors argue that these systems lacks two
functionalities that may enhance the systems greatly, which are debugging and
drill down features. Therefore, they have proposed the Panda system (Panda
stands for Provenance and Data) [27], which employs logical data provenance
concept to support both debugging and drill down by tracking input data,

processing steps, transformations, and finally the output data. Logical
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provenance supports tracking at the schema and processing node level, in
addition to the provenance of the information stored at the processing node
itself. Panda is used to integrate, process, and analyze data oriented workflows
with multiple data sources, providing four functionalities: data oriented
workflows creation and execution for relational processing nodes and python
processing nodes, logical provenance generation automatically for relational
processing nodes, and manually for python processing nodes through the use of
attribute mappings and filters, provenance operations including backward
tracing, forward tracing and refresh operations. The final fourth functionality is
enabling the users to do the previous operations associated with viewing
workflow graphs, and perform tracing using a comprehensive graphical user
interface. Debugging and drill down features require performing provenance
tracing first using Panda’s Graphical User Interface (GUI) by specifying a
tracing path. After running the workflow, if an abnormal behavior is detected,
data provenance is investigated using backward tracing till the source of error
is reached. While the drill down functionality is achieved via backward tracing
to the source of error in addition to tracking down erroneous values through the
browsing and exploration of the source.

Husted et al. [36] proposed a mobile devices system for debugging and
profiling of mobile operating systems using data provenance. The system
consists of the Android operating system, a provenance middleware, and Linux
audit subsystem port. It provides the ability to detect performance problems and
trace back to find out their root-causes. The authors have investigated two use
cases that affect the battery life and low performance of mobile device. The first

use case is related to wake locks and lags. Debugging is done by provenance



23

generation of workflow graphs, then tracing back on the provenance graph each
use case to identify places that may have affected the problem to occur. The
performance results of the system were promising, but it needs to be improved
and provenance records obtained need to be increased.

Furthermore, many approaches were proposed in literature for
debugging Data-Intensive Scalable Computing (DISC) systems using
provenance, such as RAMP [42], that supports workflows tracing on
MapReduce framework [13], which are targeted by Hadoops’ higher level
platforms [22]. The debugging process using provenance is done by backward
tracing suspicious outputs back to their sources in the workflows, and the path
is defined through the subsets that have contributed to the erroneous output
element. The researchers have implemented the RAMP on an extension on
Hadoop [22] to capture and trace fine-grained provenance on MapReduce [13]
workflows using a wrapper based approach providing the ability to efficiently
drill down through output results. The system consists of generic wrapper for
provenance capturing based on MapReduce jobs, pluggable schemas for the
storage of provenance as mappings between inputs and outputs with the
assignment of IDs on output elements, and a stand-alone program for
provenance tracing purposes. RAMP was tested on a real use case for movie
sentiment analysis on MapReduce Pig script for movie ratings inference over
Twitter data, then the researchers has conducted two drill down scenarios to find
out using backward tracing until the original tweets why people didn’t like two
movies rated on Twitter, and one debugging scenario to figure out why people

liked another movie.
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Another Data Intensive Scalable Computing (DISC) debugging system
called Newt [31] was presented as a scalable debugging system at record level
for big data analytics working based on why provenance as RAMP, but it adds
a new feature over RAMP since it can capture and trace data over multiple
processes and granularities, and the capturing is timed based on data arrivals
and departures in order to lower the amount of overhead. Moreover, Newt
captures provenance from pipelined actor execution instead of annotations [31].

Interlandi et al. [29] argue that the previous DISC debugging approaches
(RAMP and NEWT) have some limitations related to the use of external storage
for provenance information, provenance queries are supported by a separate
programming interface, and they lack the ability of viewing intermediate data
or to replay the processing steps on the data. Therefore, they have proposed
Titian framework that supports capture and query features in Apache Spark
DISC system, minimizes overhead by improving the capturing design, scalable
on large datasets with less overhead, and supports interactive provenance query.

From above mentioned studies we can conclude that current architecture
of RA approaches lacks the ability to identify the root-causes of revenue
leakages after leakage detection and alerting is completed, whereas data
provenance has been widely adopted for root-cause analysis and debugging.
Therefore this work is proposed to combine and extend the two approaches to
develop a provenance-based debugging and drill-down approach for revenue

leakage detection in telecom systems.
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Chapter 3 Revenue leakage types

This chapter describes potential and possible revenue leakage types. It goes
through a systematic analysis of a typical telecommunication environment under study.
It aims to identify possible revenue leakage types on which our proposed approach

could be evaluated and tested for.

3.1 Network and system errors

Issues related to the telecom network may occur due to many reasons, such as
nodes signaling problems affecting service provision or traffic generation impacting
mediation, rating, and billing systems. Other possible causes could be a failure in the
Call Detail Records (CDRs) transportation or systems integration, such as MSC to
Mediation CDRs transfer. For instance, if the CDRs were not sent to the mediation
system, then the CDRs will not be charged resulting in great financial losses.

Revenue leakage occurring due to a failure at the network level or system level
may cause complete or partial disconnection, resulting in uncharged transactions,
mischarged transactions, charged but failed transactions, or fake revenue leakage alerts.
Therefore, to check revenue leakage issues for this type, we have to consider all related
network nodes and systems and identify possible leakage issues for each of them for
postpaid and prepaid telecom usage traffic as below:

1. MSC node.

2. SMSC node.

3. Service Aware Support Node (SASN).
4. CCN node.

5. Mediation system.
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6. Billing system.

We need to systematically trace revenue leakage sources and reasons due to a
network or system errors, in order to map the needed checks per leakage issue reason
and network node or system. In Figure 4, we have classified the network usage
according to its type, then each type was connected with its originating source node,
then it has been classified according to the subscriber profile to identify the used system

or node for charging, CCN for prepaid subscribers and Billing for postpaid subscribers.

Telecom Network Usage
| Traffic Types

Voice

MSC
___Node |

El M &1 6 Biling
Prepaid Postpaid Prepaid Postpaid Prepaid Postpaid

Figure 4 Telecom Network Usage

Figure 5 presents possible issues related to voice calls traffic with their related
nodes and systems. For prepaid traffic, calls are originated using MSC, then they pass
through the CCN to get charged, if for any reason these calls were not generated from
any of these nodes or generated with wrong values due to a partial disconnection we

will have three possible leakage scenarios:
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1. Missing CDRs from CCN side causing calls not to be charged, in this case MSC
calls count would be greater than CCN calls count, in this work we are interested
to study the missing CDRs from CCN side symptom due to:

e MSC disconnection caused by a switch upgrade.
e CCN disconnection caused by a power failure in Service Deliver
Platform (SDP) site.

2. Missing CDRs from MSC side causing calls to be charged without being
provisioned to the subscribers (the subscribers in this regard do not get the
service they have already paid for), in this case CCN calls count would be
greater than MSC calls count, in this work we are interested to study the missing
CDRs from MSC side symptom due to error in CDRs generation in MSC node
caused by MSC node configurations change.

3. Mismatched calls duration between MSC and CCN due to a partial
disconnection between the two nodes, causing calls to be undercharged, in this
work we are interested to study mismatched calls duration between MSC and
CCN due to CCN disconnection caused by power failure in SDP site.
Regarding postpaid voice calls traffic, the calls are originated by MSC, then

calls are passed by the mediation system to the billing team in order to be loaded into
the billing table. Therefore, in this context we may have two possible leakage scenarios
to consider:

1. Missing records from Billing side due to a problem in the mediation system or
any loading related problem which causes the calls not to be charged. In this
work we are interested to study the missing CDRs from Billing side symptom
due to a problem in the mediation system caused by an upgrade made to the

mediation system.
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2. Missing calls from both sides, MSC and Billing, meaning that if for any reason
MSC node did not generate call records, these calls will not be billed as MSC
is the only source for the Billing system. But we can identify this issue in two
ways, the first by noticing a drop in the whole traffic in the usage monitoring
trend. The second is to investigate prepaid voice calls traffic as MSC will not
generate calls records for prepaid subscribers as well, but CCN will generate the
records and we will get missing calls from the MSC side while they exist on
CCN side. In this work we are interested to study the missing CDRs from MSC
and Billing symptom due to error in CDRs generation in MSC node caused by

MSC node configurations change.

CCN

Missing CDRs from
both sides MSC and
Billing

Missing CDRs Missing CDRs Mismatched call Missing CDRs

from MSC side from CCN side d”ratiognzetc‘gﬁe" MsC rom Billing side

Figure 5 Voice calls traffic description

Figure 6 presents possible issues related to GPRS sessions traffic with their
related nodes and systems. For prepaid traffic, GPRS sessions are originated using
SASN, then they pass through the CCN to get charged. If for any reason these sessions
were not generated from any of these nodes or generated with wrong values due to a

partial disconnection we will have 3 possible leakage scenarios:
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1. Missing CDRs from CCN side causing GPRS sessions not to be charged, in this
case SASN GPRS sessions count would be greater than CCN GPRS sessions
count, in this work we are interested to study the missing CDRs from CCN side
symptom due to CCN disconnection caused by power failure at SDP site.

2. Missing CDRs from SASN side causing GPRS sessions to be charged without
being provisioned to the subscribers (the subscribers in this regard do not get
the service they have already paid for), in this case CCN GPRS sessions count
would be greater than SASN GPRS sessions count, in this work we are
interested to study the missing CDRs from SASN side symptom due to error in
CDRs generation at SASN node caused by SASN node configurations change.

3. Mismatched GPRS sessions volume between SASN and CCN due to a partial
disconnection between the two nodes, causing GPRS sessions to be
undercharged, in this work we are interested to study mismatched GPRS
sessions volume between SASN and CCN due to CCN disconnection caused by
power failure in SDP site.

Regarding postpaid GPRS sessions traffic, the sessions are originated by SASN,
then they are passed by the mediation system to the billing team in order to be loaded
into the billing table. Therefore, in this context we may have two possible leakage
scenarios to consider:

1. Missing records from Billing side due to a problem in the mediation system or
any loading related problem which causes the GPRS sessions not to be charged,
in this work we are interested to study the missing CDRs from Billing side
symptom due to problem in the mediation system caused by an upgrade made

to the mediation system.
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2. Missing GPRS sessions from both sides SASN and Billing, meaning that if for
any reason SASN node did not generate GPRS sessions records, these sessions
won’t be billed as SASN is the only source for the Billing system. But we can
identify this issue in two ways, the first by noticing a drop in the whole traffic
in the usage monitoring trend. The second is to investigate prepaid GPRS
sessions traffic as SASN won’t generate calls records for prepaid subscribers as
well, but CCN will generate the records and we’ll get missing GPRS sessions
from SASN side while they exist on CCN side. In this work we are interested
to study the missing CDRs from SASN and Billing symptom due to error in

CDRs generation in SASN node caused by SASN node configurations change.

CCN Billing

Mlssmg CDRs from
both sides SASN and
Billing

Mismatched session
volume between
SASN and CCN

Missing CDRs
from SASN side

Missing CDRs from
CCN side

Missing CDRs
from Billing side

Figure 6 GPRS sessions traffic description

Figure 7 presents possible issues related to short messages traffic with their
related nodes and systems. For prepaid traffic, SMSs are originated using SMSC, then
they pass through the CCN to get charged, if for any reason these SMSs were not

generated from any of these nodes we will have 2 possible leakage scenarios:
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1. Missing CDRs from CCN side causing SMSs not to be charged, in this case
SMSC SMS count would be greater than CCN SMS count, in this work we are
interested to study the missing CDRs from CCN side symptom due to CCN
disconnection caused by power failure at SDP site.

2. Missing CDRs from SMSC side causing SMSs to be charged without being
provisioned to the subscribers (the subscribers in this regard do not get the
service they have already paid for), in this case CCN SMS count would be
greater than SMSC SMS count, in this work we are interested to study the
missing CDRs from SASN side symptom due to error in CDRs generation at
SASN node caused by SASN node configurations change.

Regarding postpaid short messages traffic, the SMSs are originated by SMSC,
then SMS traffic is passed by the mediation system to the billing team in order to be
loaded into the billing table. Therefore, in this context we may have two possible
leakage scenarios to consider:

1. Missing SMS records from Billing side due to a problem in the mediation
system or any loading related problem which causes the SMSs not to be
charged, in this work we are interested to study the missing CDRs from Billing
side symptom due to problem in the mediation system caused by an upgrade
made to the mediation system.

2. Missing SMSs from both sides SMSC and Billing, meaning that if for any
reason SMSC node did not generate SMS records, these SMSs won’t be billed
as SMSC is the only source for the Billing system. But we can identify this issue
in two ways, the first by noticing a drop in the whole traffic in the usage
monitoring trend. The second is to investigate prepaid voice SMS traffic as

SMSC won’t generate SMS records for prepaid subscribers as well, but CCN
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will generate the records and we’ll get missing SMSs from SMSC side while
they exist on CCN side. In this work we are interested to study the missing
CDRs from SMSC and Billing symptom due to error in CDRs generation in

SMSC node caused by SMSC node configurations change.

=

! Node I

! Prepaid |

Billing
Postpaid

Missing CDRs Missing CDRs from Missing CDRs Mlssmg.CDRs i
. . e . both sides SMSC
from SMSC side CCN side from Billing side and Rillinge

Figure 7 Short messages traffic description

Therefore, we need to test our approach on the following scenarios:

1. Missing CDRs from CCN side problem (MSC vs. CCN) for voice calls traffic:

could be due to an MSC error or CCN error.

2. Missing CDRs from MSC side problem (MSC vs. CCN) for voice calls traffic:

due an MSC error.

3. Mismatched calls duration problem (MSC vs. CCN) for voice calls traffic: could

be due to an MSC error or CCN error.

4. Missing CDRs from CCN side problem (SASN vs. CCN) for GPRS traffic:

could be due to a SASN error or CCN error.
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Missing CDRs from SASN side problem (SASN vs. CCN) for GPRS traffic:

due to a SASN error.

Mismatched GPRS session’s volume problem (SASN vs. CCN) for GPRS

traffic: could be due to an MSC error or CCN error.

Missing CDRs from CCN side problem (SMSC vs. CCN) for short messages

traffic: could be due to an SMSC error or CCN error.

Missing CDRs from SMSC side problem (SMSC vs. CCN) for short messages

traffic: due to an SMSC error.

Missing CDRs from Billing side problem (MSC vs. Billing) for voice calls

traffic: could be due to a billing error or a mediation error.

Missing CDRs from both sides problem (MSC and Billing) for voice calls

traffic: due to an MSC error.

Missing CDRs from Billing side problem (SASN vs. Billing) for GPRS

traffic: could be due to a billing error or a mediation error.

Missing CDRs from both sides problem (SASN and Billing) for GPRS traffic:

due to a SASN error.

Missing CDRs from Billing side problem (SMSC vs. Billing) for short

messages traffic: could be due to a billing error or a mediation error.

Missing CDRs from both sides problem (SMSC and Billing) for short

messages traffic: due to an SMSC error.
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3.2 Human errors (miss configuration)

Human errors occurs when wrong configurations are set or incorrect tariffs are
entered into the rating engine and billing system, illustrated in Figure 8. Such errors
occur accidently without any intention to cause harm. Examples of such issues is to set
a network node configurations to the default without making suitable adjustment,
changing voice calls minute price to the wrong values, or entering wrong service tariffs
to the rating engine. Human errors at network and system configurations level lead us
to the previous type of revenue leakage issues (network and system errors) causing

disconnection or improper systems integration.

Miss configuration

Rating &

Tariffs

Figure 8 Human Errors

Therefore, we need to test our approach on scenarios related to the rating and
tariffs errors as below, since network errors will be tested as in the previous section
scenarios. Therefore, we will test the scenario of calls minute rate change due to

prices change by an employee mistakenly.

3.3 Poor product or service design

Multiple products, services, and offers with various technical designs are being
launched on monthly basis due to the market diversity and high competition. Any single
human or systematic error in these designs may lead to significant financial losses. Poor

designs may cause quality issues and raise fake revenue leakage alerts, or may affect
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other products by launching two conflicting products for the same subscribers, since
each product would have calculated budget and estimated revenues, illustrated in Figure

9.

Poor Design

Products & Services

Conflicting products

or services

Figure 9 Poor product or service design

Therefore, we need to test our approach on the following scenarios:
1. Product or service poor design due to rounding criteria change.

2. Conflicting products design due to the launch of a conflicting offer.

3.4 Internal and external fraud

Although fraud detection is not an RA responsibility as there is a fully dedicated
team for telecom fraud analysis and detection. But sometimes revenue assurance checks
may indicate some internal or external fraudulent behavior as a revenue leakage alert
affecting telecom usage and revenue streams. An example is illustrated in Figure 10.
An internal fraud indicates that an employee with bad intention who has access to
critical information and has the privileges to make changes, may intentionally change
business rules and service tariffs causing great losses. On the hand, an external fraud
may exploit a vulnerability in services and products technical implementation to use
these services and products for free and provide for others too, consuming network

resources and affecting its reputation and revenues.
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Miss configuration
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Figure 10 Fraud Types affecting revenue streams

Therefore, we need to test our approach on the two scenarios below:
1. Internal fraud scenario due to a price change by an employee with bad intent.
2. External fraud scenario due to using application to change GPRS traffic APN

to appear as initiation traffic.

3.5 Regulatory and non-compliance

Related to the commitment to the international and statuary regulations to assure
the accuracy of financial statements, this type of checks will not be considered in this

work as it is not a systematic auditing process [3].

3.6 Alert Leakage parameters and root causes

For all above types we need some parameters to identify that a leakage may
have occurred and generate an alert using rule-based controls consisting of audits and
measures. Audits connect two relevant sources of data representing nodes and systems,
do a comparison check between the data originated based on certain rules by the two

sources. While measures extract data from data sources based on certain rules to
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identify any abnormal behavior. Parameters needed to detect revenue leakages in both

controls are:

e Audits: Calling Mobile Station International Subscriber Directory Number

(MSISDN), called MSISDN (for calls and SMSs), APN (for GPRs), date, time

of transaction, duration, and data volume.

e Measures: Date, total records count, total calls duration, total GPRS sessions

volume, total charges.

Information needed to add a meaning to the detected leakage issue for root-

cause identification are:

Public events or holidays related to the date of the alert, since these events
could greatly effect usage trends and revenue streams. Useful to identify
root-causes of fake alerts related to public events or holidays that affect the
monitoring trends and public news about the use fraudulent applications.
Logs: logs occurred at the date of the alert and related to the type of traffic
that was affected by the leakage issue. Useful to identify root-causes of
human errors (miss configuration) and system errors resulted from systems
and rates changes.

Offers: offers launched at the date of the alert and related to the type of
traffic that was affected by the leakage issue. Useful to identify root-causes
of bad product or service design, such as conflicting campaigns

Incidents: incidents occurred at the date of the alert and related to the type
of traffic that was affected by the leakage issue. Useful to identify root-

causes of network errors resulted from network upgrades and changes.
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e Semantic information represented by mapped attributes and used filters are
also required and useful to trace back through provenance diagram till
identifying the root cause of the problem.

For instance, a great revenue drop may be due to an error at the network or
systems level that may have caused a CCN disconnection to happen. It may also be due
to a human error at the rating engine, a human error at network configurations level, an
internal fraud error by changing prices to free, an offer was launched, or an external
fraud that changes traffic to appear as free traffic to the charging system. Semantic and
contextual information add a great help in this regard, if a network incident has
occurred, an offer was launched to a certain type of traffic, system logs of changes, and
public events would be automatically mapped to the leakage alert and all possible root-

causes would be presented to the analyst.
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Chapter 4 Proposed approach

4.1 Introduction

This chapter explains our proposed provenance based model and how it would
be integrated into the current rule-based RA architecture to achieve debugging and drill
down features. Provenance data represents semantic and contextual information related
to the leakage issue or anomaly, these data are being created automatically based on the
processes and sub-processes flow on the RA system. Each RA detective processes
consists of a number of processing steps and at least one entity.

Provenance diagrams are used to graphically represent the data lineage by
showing all the processing steps that were held during the execution of the function,
the source nodes that were exploited as a source for data extraction, in addition to the
entities that may provide contextual information related to the leakage issue.
Provenance diagrams are designed to be backward looking, so arrows are originated
from the final data item and targeted towards the process that has created it and keep
going back till the first entity that was used for data extraction. In the proposed model
entities that represent source nodes in the telecom network are associated with other
entities to provide contextual information related to the RA function studied based on
certain parameters and the final data item in the graphical workflow is associated with
an entity named public holidays and events based on the date parameter to add more
contextual information related to a specific date that may have affected the usage traffic
or caused the trends anomalies.

Any process or entity in the provenance diagram is given a unique identifier and
name and they are connected using relationships. The relationships are given the

properties: the source node, the end node, and the relationship type. Semantic
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information represented by mapped attributes, and used filters if any are stored at the

processing node level.

4.1.1 Provenance models

Significant standard models have been developed with the aim of explaining the
derivation history and contextual information of things in provenance graphs, the most
important and influential models are the Open Provenance Model (OPM) and PROV

Model [41, 38, and 4].

4.1.1.1 Open Provenance Model (OPM)

The Open Provenance Model is a model for provenance capturing and
representation into annotated causality graphs. OPM was developed due to the critical
need in the scientific domain for reproducibility of scientific work and analysis
assurance. OPM specifications were set in 2008 for the first time, and many challenges
were held to solve provenance special issues. The main requirements OPM was
designed to meet are related to exchanging provenance information between different
systems, enable developers build and share tools that have the ability to run on OPM,
give an accurate specific technological definition for provenance, support the digital
representation of provenance, allow the coexistence of multilevel provenance
descriptions, and set the rules for valid provenance representation inferences
identification [41].

OPM represents things whether they are physical, digital, real or imaginary
things in directed graphs by determining nodes, dependencies, and roles. The node may

be an artifact, a process, or an agent. While the dependencies represent the relationships
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between the nodes, with 5 types of dependencies as in Figure 11, and roles represent

the agents’ or artifacts’ responsibility for a process.

wsed(F)
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ﬁg o wasControlledBy () -P

wasTriggered By

P2

1 wasDerivedFrom O

Figure 11 OPM Dependencies [41]
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4.1.1.2 PROV model

PROV is a generic provenance model proposed by World Wide Web
Consortium (W3C) in 2013 [32]. It has displaced OPM to consolidate provenance
information interchange on the web and between heterogeneous systems. PROV at its
core provides information about entities, activities, and agents involved in the usage or

generation of an object as in Figure 12 [43].
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Figure 12 PROV Core Structures [43]

PROV Data Model (PROV_DM) presents exact definitions of the PROV core

structures used in provenance representation explained below:

e Entities: represent any physical, digital, real, or any other kind of objects that
can be used or produced by activities and described in provenance records [43].

e Activities: represent processes, actions or any kind of function that may produce
an entity or change its attributes [43].

e Agents: agents are users, software pieces or any other kind of entity that may be
assigned a role or responsibility of an activity [43].

e Roles: roles describe the nature of the relationship between an entity and an
activity or between an agent and an activity [43].

e Usage: describes the usage of an entity by an activity [43].

e (Generation: describes the generation of an entity by an activity [43].

e Derivation: when an entity is affected by another activity in terms of its

existence, content, etc. then we say that it is derived from the other entity [43].
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e Revision: when an entity get revised many times and one or more of its
parameters or contents get changed, then there is more than one revision of this
entity [43].

e Plans: predefined procedures being followed by the entity [43].

4.2 Approach description

The approach we are proposing in this work aims to improve the revenue
assurance investigation detective process that is being executed to identify the root-
cause of an anomaly observed by the rest of revenue assurance detective processes [57].

Figure 13 presents an overview of how the proposed provenance model works.
Once an RA detective process starts execution the query model starts capturing
semantic and contextual provenance information of each of its sub-processes, and store

these information into data-oriented workflows in the Neo4j graph database.



44

Collected Data:

" t

/ ™

EA Detective Proceszes

KH‘H“" | Monittorng

k Summ arization
Resulis i
rd
e
-\-\-\_"-.
Contexitual
\
\\\.
Provenance Data
Semantic Information Contextual Imformation
Attributes Logs
Query Model
Filters Incidents
Differs
Holidays

Figure 13 Proposed provenance-based approach

4.2.1 Conceptual model

This section presents an overview of the conceptual model developed in our
approach as illustrated in Figure 14 with an aim to capture all provenance information
during RA functions execution eagerly, meaning that the data is being collected during
the execution of processes all the time, not only once a leakage issue occur. PROV

standard model was our reference to design a model for revenue leakage detection in
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telecom data workflows with the aim of representing data entities, traces, and
workflows.

Workflow entities are represented as classes with the same Entity class
specification in the PROV ontology, whereas the traces followed while executing the
RA function are represented in a new class named Traces, and the involved processes
during the execution of the function that requires taking input data and producing output
data are represented by the class called Function. Therefore, the conceptual model is

divided into three parts, each of them achieve one of the representation goals with

associated classes and relation as in Table 1.

Entities Workflows Traces

Classes Classes Relations Classes Relations
: Used
Entity . Traces
Function | hasinData wasGeneratedBy
Data Usage qualifiedUsage
hasOULD J hasInData
Workflow | & utDat i hadEntity
Graph a Generation — -
qualifiedGeneration

Table 1 Conceptual Model Parts and Element
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Figure 14 Conceptual Model

This section presents the model specifications in terms of classes and relations
that forms the model.
e Entity class is specified in PROV ontology and represents anything with some
fixed aspects, could be real or imaginary. In our model data represents tables,
SQL attributes, SQL queries, and graph workflows.
e Data class represents the information to be processed or produced by the
Function class.

e Graph class represents the output data as graph workflows by the Function class.
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Function class stands for a complete function or task completed by RA system
requiring taking data as input and producing output data.

Workflow class is considered as a Function, since it involves processing inputs
and producing outputs.

Traces class is the execution of a Function, and if the Function is a workflow
then its execution would generate a trace.

Usage class is specified in PROV ontology and it represents the start of entity
utilization by an activity.

Generation class is specified in PROV ontology and it represents a new entity
production completion by an activity.

Used property is specified in PROV ontology to declare that an Execution has
used a particular Entity as input for its execution.

wasGeneratedBY property is specified in PROV ontology to declare that an
Execution has produced a particular Entity as output with its execution.
qualifiedUsage property is specified in PROV ontology and represents a
qualification of how an Activity has used an Entity.

qualifiedGeneration property is specified in PROV ontology and represents a
qualification of how an Activity has generated an Entity.

hadEntity property determines the Entity used by a Trace.

hasinData property determines the Entity used by a Function.

hasOutData property determines the Entity generated by a Function.
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4.2.2 Provenance workflow building algorithm

This algorithm pseudo code is used to build the provenance data-oriented
workflow during the execution of any RA function based on the syntactic of analysis
of all SQL processing nodes included:

For each SOL SELECT statement in RA function transformation:

Do syntactic analysis of the SELECT statement
Return (source-node, destination-node, rel_type, attributes, Filter)

Create source-node if not exist
Create destination-node if not exist
Create processing-node (attributes, Filter)

Create relationship (processing-node, source-node,

rel_type="Uses’)
Create relationship  (destination-node,  processing-node,

rel_type='Generated-From’)

423 Provenance capturing

4.2.3.1 Capturing semantic provenance information

The query model does syntactic analysis on each SQL SELECT statement of
sub-processes to determine its input and output tables, the mapped attributes between
the two tables and used filter in the SELECT statement. The input and output tables are
then represented as two data entities in the workflow connected by SQL processing
entities and relationships among these entities. Semantic provenance information are
represented by the mapped attributes and used filter in the SELECT statement and they
are stored at processing node in the workflow. Attribute mapping between each input

table I to the processing entity and output table O from to the processing entity means
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that for each output table with attribute O.Y= v value is affected only by elements in
the input table where 1.X=v value. Therefore, the two tables are mapped by 1. X<0.Y.

Another semantic to be preserved is the filter used at each processing entity during the
transformation process. Denoting that for any output table O, input table I and filter C
that is used to generate O from I. Each tuple in O is affected only by tuples in | that
satisfies the filter C.

To clarify what semantic data in our model represent, the below SQL statement
would be used to create two data entities for MSC and Duration_per_Destination in the
workflow connected via a SQL processing nodes with semantic provenance
information (Mapped_Attributes= [Date, Destination], Filter= “Traffic Type="Voice’
AND Record Type="MOC’ AND Profile="Prepaid’”) stored at the processing node.
Create Table Duration_Per_Destination As
Select Date, Destination
From MSC
Where Traffic_Type="Voice’ AND Record_Type="MOC" AND Profile="Prepaid’

Group By Destination

4.2.3.2 Capturing contextual provenance information

Contextual provenance information are meant to provide additional information
about the data circumstances. For example, if our point of interest for a leakage problem
is the MSC, then we have to check contextual information related to MSC on the same
date in terms of incidents, changes, and upgrades. Therefore, in the approach we are
proposing all source data entries in the workflow are to be associated with other three
additional entities (Offers, System logs, and Incidents) for contextual information

provision. Since source data entities represent source nodes and systems in the telecom
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network as they are the source of data and at least one of them would always exist on
the workflow assuring the association with contextual information provision entities
described below would enrich the provenance data significantly once their relationship
rules achieved.

e Offers entity is represented as a table in SQL database containing all launched
offers, their launch date, end date, nodes that would be affected by each offer,
affected traffic type, and the profile of affected subscribers. If all the affected
rows generated while back tracing the leakage issue through the workflow
satisfy the rules of the offers table for the day of the leakage problem, then a
prediction is returned that the leakage issue or anomaly may be due to an offer
launch.

e System logs entity is represented as a table in SQL database containing all
systems logs, their execution start date and time, their execution end date and
time, nodes that would be affected by each offer, affected traffic type, and the
profile of affected subscribers. If all the affected rows generated while back
tracing the leakage issue through the workflow satisfy the rules system logs
table for the day of the leakage problem, then a prediction is returned that the
leakage issue or anomaly may be due to system changes.

e Incidents entity is represented as a table in SQL database containing all occurred
incidents, their start date, their end date, nodes that would be affected by each
offer, affected traffic type, and the profile of affected subscribers. If all the
affected rows generated while back tracing the leakage issue through the
workflow satisfy the rules of the offers table for the day of the leakage problem,
then a prediction is returned that the leakage issue or anomaly may be due to an

incident occurred on the same date.
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Furthermore, each final data item in the workflow has to be associated with a
public holidays and events calendar table on the date attribute (Attribute mapping is
done based on the date attribute), since such events would greatly affect the usage
trends. For example, Eid holiday would double the voice and usage, while an industrial
strike for political reasons would reduce the usage dramatically. Therefore, adding such
contextual information is of great value for root-cause analysis, business understanding,

and informed decision making.
4.2.4 Provenance tracing

Provenance tracing is performed backward through the tracing path in
the generated provenance workflow during the RA function execution, which is
specified according to the order of execution of the processing entities from the
source dataset to the final destination dataset as in Figure 15. The tracing bath
starts from the final destination entity going backward till the data source entity
with the inclusion of all associated entities through the path. Given a record at
the final dataset, to perform backward tracing, the model computes the join of
all the tables in the path based on the logical provenance information consisting

of attribute mappings and filters.

\ 7

Data Result Data Source

Backward Tracing

Figure 15 Backward tracing
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4.2.4.1 Provenance tracing algorithm

After the execution of any detective RA process, the provenance data is being
eagerly traced in our proposed model, by first getting all the SQL processing nodes and
data nodes according to their execution order, reverse the order to get the final
destination node and going backward through the nodes based on the algorithm below:

Get all provenance-workflow nodes

Reverse the nodes order

For each node in the reversed list:

If node is a processing node:
Get all associated nodes with ‘Uses’ type

For each associated node:

If rel-type=="Uses".
Get processing node attributes and filter
Get affected records from input table and store in
drill_down_table
If “select count(*) from drill_down_incidents where Filter” >0

Then “An incident occurred”

Else if “select count(*) from drill_down_Offers where Filter” >0

Then “An Offer was launched”

Else if “select count(*) from drill_down_Logs where Filter” >0

Then “A change was introduced”

Else if “select count(*) from drill_down_Public_holidays_Events where Filter” >0

Then “An event or a holiday occurred”

Return all drill_down tables for drill down
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4.3 Scenarios

The review of the existing RA systems suggests that they lack the provenance
capturing capability to answer the questions of when, where, and why the issue has
been introduced and what reason(s) may have caused the revenue leakage issue. Noting
that some usage monitoring trends may indicate abnormal behavior that may be due to
a revenue leakage and needs to be immediately investigated, the human driven
investigation may show that the alert of the revenue leakage is fake and that the
abnormal behavior is due to some technical change or an offer launch, however it still
needs to be investigated in order to ensure that no problem exists. On, the other hand,
most of the times the alert indicates a real problem and needs an immediate
investigation to find the reason of the leakage issue and take correction actions as soon
as possible. Therefore, to assist us demonstrating our solution, we provide thirteen
running examples for both cases (fake and real revenue losses alerts) with a description
of the data collection process.

This first running example illustrates how provenance based approach in RA
systems would easily and quickly find out the possible root-causes of an abnormal
behavior in the usage monitoring trends that generates a fake alert of a revenue leakage
issue providing better understanding of the usage traffic. Our second example illustrates
how the provenance based approach would quickly indicates for possible reasons of a
real problem caused missed charging of voice calls for prepaid calls due to an incident
that caused network disconnection in order to immediately take corrective actions to
stop the problem and take preventive actions in the future.

The third running example illustrates how the provenance based approach
would quickly indicates for possible reasons of a real problem caused missed charging

of voice calls, SMS calls, and GPRS sessions for prepaid subscribers due to CCN
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disconnection caused by a power failure in an SDP site, in order to immediately take
corrective actions to stop the problem and take preventive actions in the future. On the
other hand, the fourth example explains how our approach would quickly predicts for
possible reasons of a real problem caused miss-charging of voice calls, SMS calls, and
GPRS sessions for prepaid subscribers due to CCN disconnection caused by a power
failure in an SDP site.

The fifth example explains how our approach would quickly predicts for
possible reasons of a real problem caused missed charging of voice calls, SMS calls,
and GPRS sessions for postpaid subscribers due to a problem in the mediation system
caused files not to be sent to the billing table. The sixth example explains how our
proposed approach would easily and quickly find out the possible root-causes of an
abnormal behavior in the usage monitoring trends that generates a fake alert due to a
public holiday of a possible revenue leakage issue providing better understanding of
the usage traffic.

The seventh example explains how our proposed approach would easily and
quickly find out the possible root-causes of an abnormal behavior in the usage
monitoring trends that generates an alert of a real revenue leakage issue due to prices
change, providing better understanding of the usage traffic. The eighth and ninth
examples explain how our proposed approach would easily and quickly find out the
possible root-causes of an abnormal behavior in the usage monitoring trends that
generates an alert of a real revenue leakage issue due to a wrong tariff configuration for
different telecom traffic types, providing better understanding of the usage traffic.

The tenth example illustrates how our proposed approach would easily and
quickly find out the possible root-causes of an abnormal behavior in the usage

monitoring trends that generates an alert of a fake revenue leakage issue due to a new
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product launch for rounding units of voice calls to 90 seconds instead of 60 seconds for
the same price, providing better understanding of the usage traffic.

The eleventh example illustrates how our proposed approach would easily and
quickly find out the possible root-causes of an abnormal behavior in the usage
monitoring trends that generates an alert of a revenue leakage issue due to the launch
of conflicting campaigns for international traffic that affect the estimated revenues for
each other.

The twelfth example illustrates how our proposed approach would easily and
quickly find out the possible root-causes of an abnormal behavior in the usage
monitoring trends that generates an alert of a revenue leakage issue due to a great GPRS
traffic increase and total charges decrease due to external fraud using fraudulent

application.

4.3.1 Fake (i.e. false positives) revenue leakage alert

As an example of fake revenue leakage alerts, in the first scenario a great
increase in voice calls duration with no additional increase in call counts or call charges
has been used as an example of an abnormal behavior in the usage monitoring trends,
since any additional voice usage must introduce additional fees or charges in the normal
case, thus must be investigated by the RA team, by going back to the raw data and
CDRs to find the root-cause for this behavior and communicate with other teams to
assure their findings. In our proposed scenario the calls duration increase is due to an
offer launched for local voice calls for prepaid subscribers to get 3 free minutes in each

charged calls.
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4.3.2 Real (i.e. true positives) revenue leakage alert

As an example of real revenue leakage alerts, in the second scenario a great
missing of charged voice calls in one of the main RA system functions that connects
the MSC source node representing the switch and the CCN source node representing
the charging system has been used as an example of a real revenue loss example that
must be investigated immediately by RA team to find out its root-cause by going back
to the raw data and CDRs and extract affected calls and subscribers and communicate
with other teams to assure their findings and make further investigations in order to take
corrective actions and stop the problem. In our proposed scenario the calls are not being
charged starting from 9 PM due to a disconnection occurred between the switch and the
charging system after an upgrade was done to MSC3 with a change in its default settings

that were not adjusted properly and caused the disconnection.
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Chapter 5 Implementation

5.1 Overview

This chapter describes the implementation of the approach. We have built a
prototype subsystem that uses logical provenance to ensure debugging and drill down
aspects. Here we will demonstrate how our model would generate the provenance
information, executes provenance tracing, detect leakage issue, generate usage trends
for an abnormal usage behavior indicating fake revenue loss, find the root-causes
behind these issues, and generate data to be drilled down at each processing node. The
model has been developed to handle a large amount of data on a 10 GB DB on Microsoft
SQL Server Express. The dataset is stored ina DB in a number of tables per node (MSC,
SASN, SMSC, Billing and CCN) illustrated in Figures 16-18, which represent data
instances from network nodes and contextual information from offers table. Semantic
information are represented as used filters and mapped attributes in the provenance

diagrams, discussed in more details in the next section 5.2.

SQLQuery.sql - lo..KTIEGNwisam 54) = > [
[f=***** Script for SelectTopMRows command from SSMS  =**=* +
1W00% -
Results E]i Messages
D Caling_Party Called_Party IMS1 Type SDTM EDTM Traffic_Type Rec =
1 D 4629187 : 2477111111 277743500303.14%  207409465029788  National  2017-12-05 20:35:00.000  2017-12-05 20:37:00.000  Voice MO
2 4629188 2477111111 277744841251.568  207409465029788  National  2017-12-03 05:05:00.000 2017-12-09 05:07:00.000 Voice MO
3 4629189 2477111111 277746182199.987  207409465025788  Intl 2017-12-07 16:35:00.000  2017-12-07 16:42:00.000  Voice MO
4 4629190 2477111111 277747523148.406  207409465029788  Local 2017-12-10 16:00:00.000  2017-12-1016:02:00.000  Voice MO
b 4629191 2477111111 277748864096.826  207409465029788  National — 2017-12-07 21:30:00.000 20171207 21:32:00.000  Voice MO
6 4629192 2477111111 277750205045.245  207409465029788  Local 2017-12-06 21:30:00.000  2017-12-06 21:37:00.000  Voice MO
7 4625153 2477111111 277751545553.664  207405465025788  Mobile 2017-12-10 20:40:00.000  2017-12-10 20:40:00.000  Voice MO
8 46251594 2477111111 277752886542.083  207405465025788 Local 2017-12-07 19:15:00.000 20171207 19:22:00.000  Voice MO
9 4629195 2477111111 277754227850.502  207409465029788  Mobile 2017-12-06 00:10:00.000  2017-12-06 00:10:00.000  Voice MO
10 4625196 2477111111  277755568838.521  207405465025788 Local 2017-12-05 21:05:00.000  2017-12-0521:12:00.000  Voice MO
11 4629157 2477111111 277756505787.341  207405465025788  Local 2017-12-04 14:40:00.000  2017-12-04 14:44:00.000  Voice MO
12 4629198 2477111111 277758250735.76  207409465029788 Local 2017-12-04 18:50:00.000  2017-12-04 18:54:00.000  Voice MO
13 4629199 2477111111 277759551684.179  207405465029788 Local 2017-12-04 21:50:00.000  2017-12-04 21:54:00.000  Voice MO
14 4625200 2477111111 277760932632.558 207405465029788 Local 2017-12-06 18:55:00.000  2017-12-06 19:04:00.000  Voice MO
15 4625201 2477111111 277762273581.017  207409465025788 Local 2017-12-06 21:10:00.000  2017-12-06 21:19:00.000  Voice MO
16 4625202 2477111111 277763614529.436  207409465029788 National —2017-12-07 20:50:00.000 2017-12-07 20:53:00.000 Voice MO
17 4625203 2477111111 277764955477.856  207405465029788 Local 2017-12-05 17:35:00.000  2017-12-0517:44:00.000  Voice MO

Figure 16 MSC Table
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SOLQuery.sql - lo. KTIEGMN\wisam (53)) &= > sam (54))
lif%*%%% Crmimd Fom ColmrtToankRne cammaed Fane COMC kEkXE®x / &
100 % -
B Resutts B Messages
Zalled_Party IMSI1 Type Cost SDTM EDTM Traffic_Type  Record_Type Profle

1 785061333832.053 207362977184278  Intl 330 2017-11-02 20:40:00.000  2017-11-02 20:51:00.000 Voice MoC Prepaid
2 7385063174730.472 207362977184278 National 48 2017-10-30 23:10:00.000  2017-10-30 23:16:00.000  Voice MoC Prepaid
3 735064515728.852 207362377184278 Mobile 100 2017-11-01 21:55:00.000  2017-11-01 21:55:00.000 Voice MoC Prepaid
4 735065856677.311 207362977184278 Local 44 2017-11-04 20:00:00.000  2017-11-04 20:11:00.000  Voice MoC Prepaid
5 785067157625.73  207362577184278 Local b2 2017-10-30 20:40:00.000  2017-10-30 20:53:00.000  Voice MoC Prepaid
6  785068538574.149 207362577184278 Local 44 2017-11-02 16:05:00.000  2017-11-02 16:16:00.000 Voice MoC Prepaid
7  785065879522.568 207362977184278 Local 52 2017-11-05 18:15:00.000  2017-11-05 18:28:00.000  Voice MoC Prepaid
8 785071220470.588 207346539325860 Local 56 2017-10-30 17:15:00.000  2017-10-30 17:25:00.000  Voice MoC Prepaid
5  785072561419.407 207346539325860 Mobile 100 2017-11-05 11:00:00.000 2017-11-05 11:04:00.000 Voice MoC Prepaid
10 785073502367.826 207346539325860 Local 48 2017-10-31 21:05:00.000  2017-10-31 21:17:00.000  Voice MoC Prepaid
11 785075243316.245 207346539325860 Local 48 2017-11-02 19:30:00.000  2017-11-02 19:42:00.000 Voice MoC Prepaid
12 735076534264.664 207346539325860 Local 43 2017-10-31 20:10:00.000  2017-10-31 20:22:00.000  Voice MoC Prepaid
13 785077325213.083 207846539325860  Intl 350 2017-11-0523:55:00.000  2017-11-06 00:08:00.000  Voice MoC Prepaid
14 785079266161.503 207346539325860 National 48 2017-11-05 15:55:00.000  2017-11-05 16:01:00.000  Voice MoC Prepaid
15 785080607109.922 207346539325860 Local 56 2017-10-30 16:05:00.000  2017-10-30 16:15:00.000  Voice MoC Prepaid
16 785081548058.341 207346535325860 Local 48 2017-11-01 18:20:00.000 20171101 18:32:00.000  Voice MoC Prepaid
17 785083285006.76  207346539325860 Local 56 2017-11-05 17:20:00.000  2017-11-05 17:34:00.000  Voice MoC Prepaid
18 785084629955.179 207346539325860 National 48 2017-11-02 20:10:00.000  2017-11-02 20:16:00.000  Voice MoC Prepaid
19 785085370903.558 207346539325860 Local 48 2017-11-01 22:10:00.000  2017-11-01 22:22:00.000  Voice MoC Prepaid

Figure 17 CCN Table

DESKTOP-TKTIEGM\S...rease - dbo.Offers # X
Mode Date
» dbo.First MSC 2017-12-26 00:0...

EDTM
2017-12-10 16:0...

Traffic_Type

Woice

Profile
Prepaid

Techni
NULL

Record_Type
MOC

Type

Local

Figure 18 Offers table contextual information

The provenance based debugging and drill-down for revenue leakage detection
approach presented in this study has been developed using Python programming
language implemented on Python 2.7.13 running on a personal computer with windows
10 Pro and 64-bit operating system with intel core (i7) and 2.4 GHZ processor and 8GB
memory.

As shown in Figure 19, once an RA detective process starts, the execution of
the query model starts capturing semantic and contextual provenance information of
each of its sub-processes, and store these information into data-oriented workflows as
provenance diagrams are built, stored, and queried using a data oriented workflow
processing architecture (e.g. Neo4j graph database [37], py2neo [50]).

Simulated representative and descriptive datasets of real cases were generated

using a call detail generation tool. Microsoft SQL Server Express 2017 for database
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management, datasets storage and manipulation and SQL language were used for CDRs
query. Microsoft Excel was used for analysis purposes.

Evaluation of the completeness and correctness of our approach is done by
applying the developed model on different near real cases, then evaluating results

using the gold standard approach.

Results Tables

/- \
llllr.r \\I
{ SQL Server \
|

Data Tables _
RA Detective Processes
o)
\\\“— - Monitoring
b Summarization
4,.-"
“"‘-1

“\‘_"5‘ Auditing

Contextual information

/

Provenance Data stored in Neodj Graph DB
Semantic Contextual Information
Attributes Logs
Filtars Incidents
Offers
Halidays

Figure 19 Proposed provenance-based approach
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Regarding provenance diagrams, they are automatically built using Python
programming language and Py2neo toolkit and stored in the Neo4j graph database, a

code example is shown in Figure 20.

for row in cursor.fetchall():
print row
cursor.execute ("insert into "+ str(Destimation)+" wvalues (7,7,7)", (SDatel, row[0], row[l])

cursor.commit ()
Shatel +=datetime.timedelta (days=1)
Shate? +=datetime.timedelta (days=1)

Incidents = Node ("Incidents", name="dko.Incidents", table="dbo.Incidents")
graph.create (Incidents)

Logs = Hode ("Logs", name="dko.Logs", table="dbo.Logs™)

graph.create (Logs)

Source = Node ("MSC", name=Table.join(m[1][0][1].From[O]))

graph.create (Source)

Source_Incidents = Relationship(Source, "Associated With", Incidents, Attribute="Dates", Filter=""
graph.create (Source_Incidents)

Source Logs = Relationship(Source, "Associated With", Logs, Attribute="Date", Filter="")
graph.create (Source Logs)

Offers = Node ("Cffers", name="dbo.Offers", table="dbo.0ffers")

graph.create (0ffers)
5QL Processingl = Node("Processing", name=Destination)
graph.create (5QL Processingl)

Source 5QL = Relationship(5QL Processingl, "Generated from", Source, Attribute=Columns, Filter=Final Filter)
graph.create (Source SQL)
Source Offers = Relationship(Source, "Associated With", Offers, Attribute="Date", Filter="")

graph.create (Source Offers)

Select stmtZ="select Date, 5UM(Total Duration)from dbo.Result Per Destination Group By Date”

Figure 20 Python code to build provenance diagram using Py2neo library

5.2 Dataset generation

Datasets are generated using CDR generation tool that contains many
parameters to define such as the number of accounts to use, start date and end date, calls
distribution among days of the week, call types, peak period, off peak period, and calls
parameters, such as:

e Call cost.

e Call duration.

e Call probability.

e Standard deviation.

e Mean.
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Since these parameters are defined for each dataset, then the datasets are considered

repetitive for the same used parameters

5.3 Scenarios

To ensure the sufficiency of the implementation of the approach, different types
of scenarios are considered in terms of their leakage alerts as well as root causes.
Representative Datasets are then generated and implemented within the system. These
scenarios are used to create gold standard datasets, in which their actual alerts and root-
causes are known, which are then are used to evaluate the completeness and accuracy

of the approach against generated datasets, see chapter 5 for details.

5.3.1 Fake alerts scenarios

5.3.1.1 First use case scenario (Major duration increase)

In this scenario, a major increase in total calls duration for prepaid subscribers
is recorded with no additional increase in call counts or call charges. This scenario has
been used as an example of an abnormal behavior in the usage monitoring trends that
needs to be investigated from RA team side, since logically any additional voice usage
must introduce additional fees or charges in the normal case which is not happening
here, indicating that a revenue leakage may have occurred and revenue losses are still
ongoing.

Figure 21 shows the usage abnormal behavior, since the prepaid voice calls
duration per day follows a specific trend, high calls duration at Sunday and Monday,
much lower calls duration during Tuesday to Thursday, and very low calls duration on
weekends. But on this trend, we notice that there are much duration increase starting

from 26™-Dec, which is a Tuesday compare to other Tuesdays. When we take a look at
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the calls count and calls charge, we do not notice any proportional increase to this

the normal case.
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Figure 21 Calls Duration
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Figure 22 Calls Count
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Figure 23 Calls Charge

Here we need to answer the questions of:

has occurred?

10N InCrease

1. Why the durat

2. When the revenue leakage issue has been introduced?
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3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?
The responsible RA function responsible for prepaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only voice mobile originating
traffic for prepaid subscribers towards all destinations then it groups them per

destination type and per date afterwards as in below process.

CCN «Extract

Voice traffic
per date per
destination

Voice traffic

eGrouping

per date

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figures 24 from the Neo4j after running the usage monitoring process

for the date of interest.
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Figure 24 Provenance graph describing the execution of the data extraction query in the abnormal duration
increase use case. Blue nodes denote SQL processing nodes, Purple node denote data source entity, green nodes
denote associated entities to the data source entity for contextual information provision using SQL processing
nodes, and yellow node denote associated entity to the final destination entity for contextual information

provision using SQL processing node.

The provenance graph shown in Figure 24 describes the trace of the first
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple node as a data source entity, green nodes as associated entities
to the data source entity for contextual information provision using SQL processing
nodes, and yellow node as associated entity to the final destination entity for contextual
information provision using SQL processing node. The Duration_Per_Day Query
Result entity at the left of the graph was produced by the Result_Per_Destination Query
Execution and Extraction process that contains the original SQL query, which in turn
connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

To demonstrate the features of our approach, the dataset and processes done
over it will be represented here. The input dataset for the first scenario will be extracted
by a SQL query with a certain filter over MSC table. At each step of execution the

generated data is stored in a separate table to support drill down capability. After the
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query is executed provenance information is generated consisting of attributes mapped
between the input and output tables, used filters, and contextual information
provisioned. Nodes are automatically being added to the workflow and provenance
semantic information are inserted into SQL processing nodes as in Figures 25-26, then
the row with the abnormal value in the results table is investigated through backward
tracing by retrieving all processing nodes from the graph database and reverse their

order of execution till the source entity is reached with its associated entities.

$ MATCH (n) WHERE EXISTS(n.Attribute) RETURN DISTINCT "node" as entity, n.Attribut 5 N X
r 1
@ |"er.tit',"' "Att’i;ute"|
Table L ]
o T 1
|"Pelatio"ship" "Date" |
AR |
I 1
Text |"Pela':io"ship" ["Type"] |
| |
I 1
</> |"*elatio"ship" ["Date"] |
1 |
MAX COLUMN WIDTH: .
Figure 25 Mapped Attributes stored in SQL processing nodes
$ MATCH (n) WHERE EXISTS(n.Filter) RETURN DISTINCT "node" as entity, n.Filter AS F. = b ™ *
T 1
% "'er.tit','" "Filter” ‘
Table L |
T 1
\"l‘elatio"ship" \
AR |
f 1
Text "'l‘elatiu"ship" "Profile="'Prepaid' AND Record Type="MOC' AND SDTM>='2017-12-25 88:8‘6:@‘
| @' AND SDTM<='2817-12-26 23:59:59°" |
L ]
<>
MAX COLUMN WIDTH: .

Figure 26 Used Filter stored in SQL processing

In the given scenario the abnormal value occurs starting from 26'"-Dec. To back
trace this value, the mapped attributes between the results table and the duration per
destination are used to select the affected data in the drill down table, the filter and

mapped attributes between duration per destination table and the MSC table are used to
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select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the duration increase occurred after an offer for
local destination calls was launched on 26"-Dec to get three free minutes for each
charged call. And after the dataset was introduced to the model. The model has
effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the

issue as in Figure 27.

Select COUNT (*) from dbo.First MSC Drill where Profile='Prepaid' AND Record Type
='MOC' AND Traffic Type='Volice' AND Type='Local'

Insert into dbo.Offers Drill wvalues ('dbo.First M3C', 'Local', "Z017-1Z-Z6 00:00
100", "2017-12-10 1€:00:00', 'Voice', "MOCZ', 'Prepaid', 'Hone')

An offer was launched on Z&-12-2017

Figure 27 Debugging result

The results answers the previously presented questions as:

1. Why the duration increase has occurred? An offers was launched to grant free
minutes.

2. When the revenue leakage issue has been introduced? 26™-Dec.

3. Where the revenue leakage issue has occurred? At what node? MSC.

4. What has caused this revenue leakage issue to occur? New Offer for local

prepaid calls.
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MSC Table:

ID |Calling_Party| Called_Party IMSI Type SDTM EDTM  |Traffic_Type|Record_Type| Profile | Call_Duration_Seconds | Call_Duration_Minutes | Switch
4629187| 2477111111 | 277743500303 | 207409465029788 | National | 12/5/17 20235 | 12/5/1720:37 | Voice MOC  |Prepaid 120 2 MSC3
4629220| 1465555555 | 277787751601 |207813422270201 | Intl |12/10/1718:35|12/10/17 18:41|  Voice MOC  |Prepaid 360 6 MSC3
4629255| 5933333333 | 277834684796 [207224841871905 | Local | 12/6/1721:10 | 12/6/1721:18 |  Voice MOC  |Prepaid 430 8 MSC3
Select stmt="SELECT Type, 1(Call Duration Minutes) FROM dbo.First M3C
where Praflle—‘E_:'c_l AND Recard | Type AND SDTM ==

'"1 gtr(SDatel)+™" BAND EDIM «<='"+ str(SDatel)}+"' GROUP BY Type"

Duration per destination per date Table:
Date Distination |Total Duration

12/26/2017| Local 2047312
12/26/2017| Intl 187505
12/26/2017| Free 10362
12/26/2017 | National 187292
12/26/2017| Mabile 212771

Select_stmt2='"''select Date, SUM(Total Duration

from dbo.Result Per Destination Group By Date''!

Duration per date Table:

Date

Total

11/13/2017

2952445

11/14/2017

2227325

11/15/2017

2221449

11/16/2017

2224103

11/17/2017

578053

5.3.1.2 Second use case scenario (Major traffic increase)

In this scenario, a major increase in prepaid traffic in terms of records count,

calls duration, and calls charge is recorded on 31%-Dec. This scenario has been used as

an example of an abnormal behavior in the usage monitoring trends that needs to be

investigated from RA team side, since the root-cause behind the traffic increase must
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be identified to assure that subscribers are correctly charged and to better understand

the business cases.

Figures 28-30 show the usage abnormal behavior, since the prepaid voice calls

per day trends follow a specific pattern in terms of count, duration, and charge. But in

this scenario, we notice that there are much count, duration, and charge increase on 31

-Dec, which is a Sunday compared to other Sundays and this behavior needs to be

investigated to identify its root-cause and possible effects.
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Figure 30 Prepaid voice calls cost

Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for prepaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only voice mobile originating
traffic for prepaid subscribers towards all destinations then it groups them per
destination type and per date afterwards in terms of calls count, total calls duration, and
total calls charge.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, as illustrated in Figure 31 from the Neo4j after running the usage monitoring

process for the date 31%-Dec.
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Figure 31 Provenance graph describing the execution of the data extraction query in the abnormal traffic increase
use case. Blue nodes denote SQL processing nodes, Purple node denote data source entity, green nodes denote
associated entities to the data source entity for contextual information provision using SQL processing nodes, and
yellow node denote associated entity to the final destination entity for contextual information provision using SQL

processing node.

The provenance graph shown in Figure 31 describes the trace of the sixth
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple node as a data source entity, green nodes as associated entities
to the data source entity for contextual information provision using SQL processing
nodes, and yellow node as associated entity to the final destination entity for contextual
information provision using SQL processing node. The Traffic_Summary_Per_Day
Query Result entity at the left of the graph connected to public holidays node and was
produced by the Traffic_Summary_Per_Destination Query Execution and Extraction
process that contains the original SQL query, which in turn connected to the data source
entity that is connected to the contextual information provision entities (Incidents,
Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a
certain filter over CCN table. At each step of execution the generated data is stored in

a separate table to support drill down capability. After the query is executed provenance
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information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value occurs at 31% -Dec. To back trace this
value, the public holidays matched on the same day with the results table are mapped
and the mapped attributes between the results table and the Traffic summary per
destination are used to select the affected data in the drill down table, the filter and
mapped attributes between duration per destination table and the CCN table are used to
select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the duration increase occurred due to a public
event (Christmas). And after the dataset was introduced to the model. The model has
effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue by identifying at the first step of back tracing that a public event has occurred on

the same day of the abnormal behavior and may have caused the great traffic increase.
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The results answers the previously presented questions as:
1. Why the duration increase has occurred? A public holiday (Christmas).
2. When the revenue leakage issue has been introduced? 31t -Dec.
3. Where the revenue leakage issue has occurred? At what node? CCN.

4. What has caused this revenue leakage issue to occur? A public holiday.

5.3.2 Real alerts scenarios

5.3.2.1 Network and system errors leakage issues

5.2.2.1.1 Third use case scenario MSC disconnection (Missing from CCN)

In this scenario, a great revenue leakage has occurred due to a network
disconnection between the switch and the charging system after an upgrade to MSC3.
The disconnection caused the calls to be originated and passed through the MSC
without triggering the charging system. In this scenario the MSC records are being
generated and the calls do actually happen, but since the charging system is not
triggered by the MSC, the calls will be free with no CCN records generated causing
great revenue less unless the disconnection problem is triggered and solved. This
scenario has been used as an example of real revenue leakage problem that needs to be
detected, analysed to find the root-cause of leakage and solved. Figure 32 shows the
gap of count of transactions for MSC compared to CCN on the date of the network

disconnection 26"-Dec.
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Figure 32 MSC vs. IN CCN records count comparison

The main audit responsible for the detection of such revenue leakage issue,
extracts all prepaid voice calls from MSC side and extracts all voice calls from CCN
side for a certain date, does a count comparison between the extracted records and data
match comparison between the extracted reports in terms of calling party, called party,
call time, and duration to identify missing records from CCN side (Uncharged calls),
missing calls from MSC side (Charged calls that did not happen), Mismatched calls
between MSC and CCN (Overcharged or Undercharged calls).

Here we need to answer the questions of:

1. Why the revenue leakage issue has occurred?

2. When the revenue leakage issue has been introduced?

3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The developed system prototype automatically builds a data workflow on the
Neo4j graph database for the whole data match process, representing all data nodes
included in the process, associated nodes and SQL processing nodes. Each SQL
processing node in the provenance workflow stores the semantic information, which
consist of mapped attributes and used filters, such as in Figure 33 from the Neo4j after

running the second scenario process for the date of interest.
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Figure 33 Provenance graph describing the execution of the data extraction, join, and data matching queries in

the case of data match audit due to a great missing from CCN side caused by a network disconnection. Blue
nodes denote SQL processing nodes, Purple nodes denote resulted data items entities, green nodes denote
associated entities to the data source entities for contextual information provision using SQL processing nodes,
red nodes denote data source entities, and yellow node denote associated entity to the final destination entity for
contextual information provision using SQL processing node (In this diagram, processing nodes for contextual
information were represented by relations for simplicity here, but in the model they are represented as processing

nodes , since they are 12 nodes)

The provenance graph shown in Figure 33 describes the trace of the second
scenario of our model built using the Neo4j database, with blue nodes denote SQL
processing nodes, Purple nodes denote resulted data items entities, green nodes denote
associated entities to the data source entities for contextual information provision using
SQL processing nodes, red nodes denote data source entities, and yellow node denote
associated entity to the final destination entity for contextual information provision
using SQL processing node. The three missing and mismatch resulted data entities at
the left of the graph were produced by the data match Query Execution, that was
executed over the data generated by the previous Data Extraction processes containing
the original SQL queries, which are connected to the data source entities that are
associated to the contextual information provision entities (Incidents, Logs, and Offers)

using SQL processing nodes.
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The input datasets for this scenario are extracted by two SQL queries with
certain filters MSC and CCN tables for the date of leakage issue. At each step of
execution the generated data is stored in a separate table to support drill down
capability. After the queries are executed provenance information are generated
consisting of attributes mapped between the input and output tables, used filters, and
contextual information provision entities. Nodes are automatically being added to the
workflow and provenance semantic information are inserted into the SQL processing
nodes, then the data extracted are used as an input for the data match query that compare
the two extracted results based on the calling party, called party, and the time of call to
generate the missing and mismatch reports. Backward tracing is executed if high
missing or mismatch is detected on a certain date by retrieving all SQL processing
nodes from the graph database and reverse their order of execution till the source entity
is reached with its associated entities using the processing nodes to detected all affected
rows and find possible root-causes for the leakage issue.

In the given scenario the network disconnection occurs on 26"-Dec starting at
9 PM. To back trace this leakage issue, the mapped attributes between the missing from
CCN results table and the data match query are used to select the affected data in the
drill down table, the filter and mapped attributes between data match table and the data
extraction query tables are used to select the affected data from the drill down tables of
MSC and CCN, then use the filter stored between incidents, logs, and offers tables to
enrich the data obtained about leakage issue by finding that an MSC upgrade incident
in the Incidents table occurred on 26™-Dec, that caused the revenue loss.

The results answers the previously presented questions as:

1. Why the revenue leakage issue has occurred? An MSC upgrade.

2. When the revenue leakage issue has been introduced? 26"-Dec.
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3. Where the revenue leakage issue has occurred? At what node? MSC.
4. What has caused this revenue leakage issue to occur? An MSC upgrade

incident.

5.2.2.1.2 Fourth use case scenario CCN disconnection (Missing from CCN and

mismatch with CCN)

In this scenario, a great revenue leakage has occurred due to a network
disconnection on the charging system due to a power failure on SDP site on 5"-Dec.
The disconnection caused calls, SMSs, and GPRS sessions to be originated and passed
through the MSC, SMSC, and SASN without being charged by the charging system.
Therefore, MSC, SMSC, and SASN records are being generated and do actually
happen, but the transactions will be free of charge with no CCN records generated
causing great revenue loss unless the disconnection problem is triggered and solved.
This scenario has been used as an example of real revenue leakage problem that needs
to be detected and analysed to find the root-cause of leakage and solve it as soon as
possible. Figures 34-36 show the gap of count of transactions per traffic type for all

nodes compared to CCN on the date of the power failure incident 5""-Dec.
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Figure 34 MSC vs. CCN Count of records




77

SMSC v. CCN
70000
60541
60000
50000
48391
40000
30000
20000
10000
0
L e T L T o T S o O T o o o N T o O O O T Y T T L S
L= D= = T = I = I = .= = = = = = = = T = T = = I = = = = . = = = T = = T = T = N = = = =
S8 8888558585585 888c8:EEEEEEREEEEEE
T T TR e T T TR e e T
S O 8 O N o g9 8 F N g8 0 N ae PN g0 N g 08~ g
L e e T A A S S R s S =~ -~ S~ R~ o B B S B A S
o 4 4 4 4 4 4 4 4 4 ~ < =~ 4 4 4 A4 =4 = = A o~ o~ o4& o~ o8 & &8 & &8 o8 4
- L I I I B I = I . B | L I B B B B I I B B |
e SMISC Count e CCN Count
Figure 35 SMSC vs. CCN Count of records
SASN vs. CCN
120000
100541
100000
80000
80765
60000
40000
20000
0
[ R S e T e T e T T T e o S o o o o S S L R S L S O o LT T S S o S N o
= =24 o4 =24 24 24 H4 4 A4 4 = =24 =+ =24 24 =4 = =24 24 24 24 =4 A4 o4 24 oS = = A = = -
S SS3SS883EE8E8E8E8EEE5ER88828;8;:85:¢c¢888¢8c8¢
T e e e T Tl el e
P R e R R - M S - e i e e R R - = - =
Qs e e e e S A T S S S S R S S o M B e S o S S S S A S S L
(= T R N B B I R I B I I I N B B B Y o VI o o I o I o Y o VAN oV I o I o I o VAN oV}
- ~ =~ = = ~ = = o @~ ~ 4 = = o = ™~ o A ~

s SASN Count === CCN Count

Figure 36 SASN vs. CCN Count of records

The main audits responsible for the detection of such revenue leakage issue,
extract all prepaid voice calls from MSC side and extracts all voice calls from CCN
side for a certain date, does a count comparison between the extracted records and data
match comparison between the extracted reports in terms of calling party, called party,
call time, and duration to identify missing records from CCN side (Uncharged calls),
missing calls from MSC side (Charged calls that did not happen), mismatched calls
between MSC and CCN (Overcharged or Undercharged calls). The second audit
extracts all prepaid SMS records from SMSC side and extracts all SMS records from
CCN side for a certain date, does a count comparison between the extracted records to

identify missing records from CCN side (Uncharged SMSs), missing records from
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SMSC side (Charged SMSs that did not happen). And the final audit extracts all prepaid
GPRS records from SASN side and extracts all GPRS records from CCN side for a
certain date, does a count comparison between the extracted records and data match
comparison between the extracted to identify missing records from CCN side
(Uncharged GPRS sessions), missing records from SASN side (Charged sessions that
did not happen), Mismatched GPRS sessions between SASN and CCN (Overcharged
or Undercharged sessions). Therefore, we have three sub-scenarios in this context and
the main audits needed for revenue leakage detection are:
e MSC vs. CCN.
e SMSC vs, CCN.
e SASN vs. CCN.
Here we need to answer the questions of:
5. Why the revenue leakage issue has occurred?
6. When the revenue leakage issue has been introduced?
7. Where the revenue leakage issue has occurred? At what node?
8. What has caused this revenue leakage issue to occur?
The developed system prototype automatically builds a data workflow on the
Neo4j graph database for the whole data match process for the three audits, representing
all data nodes included in the process, associated nodes and SQL processing nodes.
Each SQL processing node in the provenance workflow stores the semantic

information, which consist of mapped attributes and used filters.
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Figure 37 Provenance graph for MSC vs. CCN audit describing the execution of the data extraction, join,
and data matching queries in the case of data match audit due to a great missing from CCN side caused
by a network disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote resulted data
items entities, green nodes denote associated entities to the data source entities for contextual information
provision using SQL processing nodes, red nodes denote data source entities, and yellow node denote
associated entity to the final destination entity for contextual information provision using SQL processing
node (In this diagram, processing nodes for contextual information were represented by relations for

simplicity here, but in the model they are represented as processing nodes , since they are 12 nodes)

Figure 38 Provenance graph for SASN vs. CCN audit describing the execution of the data extraction,
join, and data matching queries in the case of data match audit due to a great missing from CCN side
caused by a network disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote
resulted data items entities, green nodes denote associated entities to the data source entities for
contextual information provision using SQL processing nodes, red nodes denote data source entities, and
yellow node denote associated entity to the final destination entity for contextual information provision
using SQL processing node (In this diagram, processing nodes for contextual information were
represented by relations for simplicity here, but in the model they are represented as processing nodes ,
since they are 12 nodes)
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Figure 39 Provenance graph for SMSC vs. CCN audit describing the execution of the data extraction,
join, and data matching queries in the case of data match audit due to a great missing from CCN side
caused by a network disconnection. Blue nodes denote SQL processing nodes, red nodes denote data
source entities, and yellow node denote associated entity to the final destination entity for contextual
information provision using SQL processing node (In this diagram, processing nodes for contextual
information were represented by relations for simplicity here, but in the model they are represented as

processing nodes, since they are 12 nodes)

The provenance graphs shown in Figures 37-39 describe the trace of the third
scenario for the three audits of our model built using the Neo4j database, with blue
nodes denote SQL processing nodes, Purple nodes denote resulted data items entities,
green nodes denote associated entities to the data source entities for contextual
information provision using SQL processing nodes, red nodes denote data source
entities, and yellow node denote associated entity to the final destination entity for
contextual information provision using SQL processing node. The three missing and
mismatch resulted data entities at the left of the graph are connected to public holidays
node and were produced by the data match Query Execution, that was executed over
the data generated by the previous Data Extraction processes containing the original

SQL queries, which are connected to the data source entities that are associated to the
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contextual information provision entities (Incidents, Logs, and Offers) using SQL
processing nodes.

The input datasets for this scenario are extracted by two SQL queries with
certain filters MSC and CCN tables for the date of leakage issue. At each step of
execution the generated data is stored in a separate table to support drill down
capability. After the queries are executed provenance information are generated
consisting of attributes mapped between the input and output tables, used filters, and
contextual information provision entities. Nodes are automatically being added to the
workflow and provenance semantic information are inserted into the SQL processing
nodes, then the data extracted are used as an input for the data match query that compare
the two extracted results based on the calling party, called party, and the time of call to
generate the missing and mismatch reports. Backward tracing is executed if high
missing or mismatch is detected on a certain date by retrieving all SQL processing
nodes from the graph database and reverse their order of execution till the source entity
is reached with its associated entities using the processing nodes to detected all affected
rows and find possible root-causes for the leakage issue. The same process is done for
SMSC vs. CCN audit and SASN vs. CCN audit.

In the given scenario the CCN disconnection occurs on 5™-Dec starting at 9 PM.
To back trace this leakage issue, the mapped attributes between the missing from CCN
results table and the data match query are used to select the affected data in the drill
down table, the filter and mapped attributes between data match table and the data
extraction query tables are used to select the affected data from the drill down tables of
MSC and CCN, SMSC vs. CCN, and SASN vs. CCN, then use the filter stored between

incidents, logs, and offers tables to enrich the data obtained about leakage issue by
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finding that a power failure incident in the Incidents table occurred on 5"-Dec, that
caused the revenue loss.

The results answers the previously presented questions as:

1. Why the revenue leakage issue has occurred? A power failure incident.

2. When the revenue leakage issue has been introduced? 5"-Dec.

3. Where the revenue leakage issue has occurred? At what node? CCN.

4. What has caused this revenue leakage issue to occur? A power failure incident
caused CCN disconnection.

Moreover, in this scenario, the disconnection caused calls and GPRS sessions
to be partially charged. Therefore, CDRs are generated from both nodes but the
transactions are under charged as their duration and volume are smaller on the charging
system rather than MSC and SASN. This scenario causes a great revenue loss unless
the disconnection problem is triggered and solved. This scenario has been used as an
example of real revenue leakage problem that needs to be detected, analysed to find the
root-cause of leakage and get solved. Figures 40-41 show the gap between the total
calls duration on MSC and the total calls duration on CCN and total GPRS sessions
volume on SASN and total GPRS sessions volume on CCN on the date of the power

failure incident 5-Dec.
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Figure 41 Total prepaid GPRS sessions volume

The main audits responsible for the detection of such revenue leakage issue,
extracts all prepaid voice calls from MSC side and extracts all voice calls from CCN
side for a certain date, does a count comparison between the extracted records and data
match comparison between the extracted reports in terms of calling party, called party,
call time, and duration to identify missing records from CCN side (Uncharged calls),
missing calls from MSC side (Charged calls that did not happen), Mismatched calls
between MSC and CCN (Overcharged or Undercharged calls) by doing a compare
equality check for matched records between the two sources in terms of duration for
each call. The second audit extracts all prepaid GPRS records from SASN side and
extracts all GPRS records from CCN side for a certain date, does a count comparison
between the extracted records and data match comparison between the extracted to
identify missing records from CCN side (Uncharged GPRS sessions), missing records
from SASN side (Charged sessions that did not happen), Mismatched GPRS sessions
between SASN and CCN (Overcharged or Undercharged sessions) by doing a compare
equality check for matched records between the two sources in terms of volume for
each GPRS session.

Here we need to answer the questions of:

1. Why the revenue leakage issue has occurred?
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2. When the revenue leakage issue has been introduced?

3. Where the revenue leakage issue has occurred? At what node?

4. What has caused this revenue leakage issue to occur?

The developed system prototype automatically builds a data workflow on the
Neo4j graph database for the whole data match process, representing all data nodes
included in the process, associated nodes and SQL processing nodes. Each SQL
processing node in the provenance workflow stores the semantic information, which

consist of mapped attributes and used filters.
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Figure 42 Provenance graph for MSC vs. CCN audit describing the execution of the data extraction, join,
and data matching queries in the case of data match audit due to a great missing from CCN side caused
by a network disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote resulted data
items entities, green nodes denote associated entities to the data source entities for contextual information
provision using SQL processing nodes, red nodes denote data source entities, and yellow node denote
associated entity to the final destination entity for contextual information provision using SQL processing
node (In this diagram, processing nodes for contextual information were represented by relations for

simplicity here, but in the model they are represented as processing nodes , since they are 12 nodes)
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Figure 43 Provenance graph for SASN vs. CCN audit describing the execution of the data extraction,
join, and data matching queries in the case of data match audit due to a great missing from CCN side
caused by a network disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote
resulted data items entities, green nodes denote associated entities to the data source entities for
contextual information provision using SQL processing nodes, red nodes denote data source entities, and
yellow node denote associated entity to the final destination entity for contextual information provision
using SQL processing node (In this diagram, processing nodes for contextual information were
represented by relations for simplicity here, but in the model they are represented as processing nodes ,

since they are 12 nodes)

The provenance graphs shown in Figures 42-43 describe the trace of the fourth
scenario for the two audits of our model built using the Neo4j database, with blue nodes
denote SQL processing nodes, Purple nodes denote resulted data items entities, green
nodes denote associated entities to the data source entities for contextual information
provision using SQL processing nodes, red nodes denote data source entities, and
yellow node denote associated entity to the final destination entity for contextual
information provision using SQL processing node. The three missing and mismatch
resulted data entities at the left of the graphs are connected to the public holidays node
and were produced by the data match Query Execution, that was executed over the data
generated by the previous Data Extraction processes containing the original SQL

queries, which are connected to the data source entities that are associated to the
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contextual information provision entities (Incidents, Logs, and Offers) using SQL
processing nodes.

The input datasets for this scenario for MSC vs. CCN audit are extracted by two
SQL queries with certain filters MSC and CCN tables for the date of leakage issue. At
each step of execution the generated data is stored in a separate table to support drill
down capability. After the queries are executed provenance information are generated
consisting of attributes mapped between the input and output tables, used filters, and
contextual information provision entities. Nodes are automatically being added to the
workflow and provenance semantic information are inserted into the SQL processing
nodes, then the data extracted are used as an input for the data match query that compare
the two extracted results based on the calling party, called party, and the time of call to
generate the missing and mismatch reports. Backward tracing is executed if high
missing or mismatch is detected on a certain date by retrieving all SQL processing
nodes from the graph database and reverse their order of execution till the source entity
is reached with its associated entities using the processing nodes to detect all affected
rows and find possible root-causes for the leakage issue. The same process is done for
SASN vs. CCN audit.

In the given scenario, the CCN disconnection occurs on 5"-Dec starting at 9
PM. To back trace this leakage issue, the mapped attributes between the mismatch
results table and the data match query are used to select the affected data in the drill
down table, the filter and mapped attributes between data match table and the data
extraction query tables are used to select the affected data from the drill down tables of
MSC vs. CCN, and SASN vs. CCN, then use the filter stored between incidents, logs,
and offers tables to enrich the data obtained about leakage issue by finding that a power

failure incident in the Incidents table occurred on 5M-Dec, that caused the revenue loss.
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The results answers the previously presented questions as:
1. Why the revenue leakage issue has occurred? A power failure incident.
2. When the revenue leakage issue has been introduced? 5"-Dec.
3. Where the revenue leakage issue has occurred? At what node? CCN.
4. What has caused this revenue leakage issue to occur? A power failure incident

caused CCN disconnection.

5.2.2.1.3 Fifth use case scenario Problem in the mediation system (Missing from
Billing)

In this scenario, a great revenue leakage has occurred due to a problem in the
mediation system on 10"-Dec. This problem caused the calls, SMSs, and GPRS
sessions records not to be sent to the billing table. In this scenario the MSC, SMSC, and
SASN records are being generated and the transactions do actually happen. But since
they were not sent to the billing table, these transactions will be free with no billing
records generated, causing a great revenue loss unless the problem is triggered and
solved. This scenario has been used as an example of real revenue leakage problem that
needs to be detected, analysed to find the root-cause of leakage and get solved. Figures
44-46 show the gap of count of transactions per traffic type for all nodes compared to

Billing on the date of the mediation system problem on 10"-Dec.
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Figure 46 SMSC vs. Billing Count of records

The main audits responsible for the detection of such revenue leakage issue,

extracts all postpaid voice calls from MSC side and extracts all voice calls from Billing
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side for a certain date, does a count comparison between the extracted records and data
match comparison between the extracted reports in terms of calling party, called party,
call time, and duration to identify missing records from Billing side (Uncharged calls),
missing calls from MSC side (Charged calls that did not happen), Mismatched calls
between MSC and Billing (Overcharged or Undercharged calls). The second audit
extracts all postpaid SMS records from SMSC side and extracts all SMS records from
Billing side for a certain date, does a count comparison between the extracted records
to identify missing records from Billing side (Uncharged SMSs), missing records from
SMSC side (Charged SMSs that did not happen). And the final audit extracts all
postpaid GPRS records from SASN side and extracts all GPRS records from Billing
side for a certain date, does a count comparison between the extracted records and data
match comparison between the extracted to identify missing records from Billing side
(Uncharged GPRS sessions), missing records from SASN side (Charged sessions that
did not happen), Mismatched GPRS sessions between SASN and Billing (Overcharged
or Undercharged sessions).
Here we need to answer the questions of:

1. Why the revenue leakage issue has occurred?

2. When the revenue leakage issue has been introduced?

3. Where the revenue leakage issue has occurred? At what node?

4. What has caused this revenue leakage issue to occur?

The developed system prototype automatically builds a data workflow on the

Neo4j graph database for the whole data match process, representing all data nodes
included in the process, associated nodes and SQL processing nodes. Each SQL
processing node in the provenance workflow stores the semantic information, which

consist of mapped attributes and used filters.
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Figure 47 Provenance graph for MSC vs. Billing audit describing the execution of the data extraction,

join, and data matching queries in the case of data match audit due to a great missing from Billing side
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denote resulted data items entities, green nodes denote associated entities to the data source entities for
contextual information provision using SQL processing nodes, red nodes denote data source entities, and
yellow node denote associated entity to the final destination entity for contextual information provision
using SQL processing node (In this diagram, processing nodes for contextual information were
represented by relations for simplicity here, but in the model they are represented as processing nodes ,
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using SQL processing node (In this diagram, processing nodes for contextual information were
represented by relations for simplicity here, but in the model they are represented as processing nodes ,

since they are 12 nodes)
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Figure 49 Provenance graph for SMSC vs. Billing audit describing the execution of the data extraction,
join, and data matching queries in the case of data match audit due to a great missing from Billing side
caused by a problem in the mediation system. Blue nodes denote SQL processing nodes, Purple nodes
denote resulted data items entities, green nodes denote associated entities to the data source entities for
contextual information provision using SQL processing nodes, red nodes denote data source entities,
and yellow node denote associated entity to the final destination entity for contextual information
provision using SQL processing node (In this diagram, processing nodes for contextual information
were represented by relations for simplicity here, but in the model they are represented as processing

nodes , since they are 12 nodes)

The provenance graphs shown in Figures 47-49 describe the trace of the fifth
scenario for the three audits of our model built using the Neo4j database, with blue
nodes denote SQL processing nodes, Purple nodes denote resulted data items entities,
green nodes denote associated entities to the data source entities for contextual
information provision using SQL processing nodes, red nodes denote data source
entities, and yellow node denote associated entity to the final destination entity for
contextual information provision using SQL processing node. The three missing and
mismatch resulted data entities at the left of the graphs are connected to the public

holiday node and were produced by the data match Query Execution, that was executed
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over the data generated by the previous Data Extraction processes containing the
original SQL queries, which are connected to the data source entities that are associated
to the contextual information provision entities (Incidents, Logs, and Offers) using SQL
processing nodes.

The input datasets for this scenario are extracted by two SQL queries with
certain filters MSC and Billing tables for the date of leakage issue. At each step of
execution the generated data is stored in a separate table to support drill down
capability. After the queries are executed provenance information are generated
consisting of attributes mapped between the input and output tables, used filters, and
contextual information provision entities. Nodes are automatically being added to the
workflow and provenance semantic information are inserted into the SQL processing
nodes, then the data extracted are used as an input for the data match query that compare
the two extracted results based on the calling party, called party, and the time of call to
generate the missing and mismatch reports. Backward tracing is executed if high
missing or mismatch is detected on a certain date by retrieving all SQL processing
nodes from the graph database and reverse their order of execution till the source entity
is reached with its associated entities using the processing nodes to detected all affected
rows and find possible root-causes for the leakage issue. And the same is done for
SMSC vs. Billing audit and SASN vs. Billing audit.

In the given scenario a problem in the mediation system occurs on 10"-Dec
starting at 7 PM. To back trace this leakage issue, the mapped attributes between the
missing from Billing results table and the data match query are used to select the
affected data in the drill down table, the filter and mapped attributes between data match
table and the data extraction query tables are used to select the affected data from the

drill down tables of MSC vs. Billing, SMSC vs. Billing, and SASN vs. Billing, then use
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the filter stored between incidents, logs, and offers tables to enrich the data obtained
about leakage issue by finding that a problem in the mediation system in the logs table
occurred on 10""-Dec, that caused the revenue loss, which will be recovered in this case.
The results answers the previously presented questions as:
1. Why the revenue leakage issue has occurred? A problem in the mediation
system.
2. When the revenue leakage issue has been introduced? 10"-Dec.
3. Where the revenue leakage issue has occurred? At what node? Billing.
4. What has caused this revenue leakage issue to occur? A problem in the

mediation system.

5.2.2.1.4 Sixth use case scenario Error in CDRs generation (Drop in Billing)

This scenario results in six sub-scenarios, as the error in CDRs generation in
one of the telecom nodes responsible for the traffic generation (MSC, SASN, and
SMSC), resulting in great missing in MSC compared to CCN, great missing in SMSC
compared to CCN, and great missing in SASN compared to CCN for prepaid traffic.
The transactions actually occur and are charged but there is a problem in CDRs
generation. It also results in great revenue losses in postpaid traffic as the Billing
systems generates bills according to received CDRs from the telecom nodes (MSC,
SASN, and SMSC). Therefore, we’ll notice great drop in MSC trends for postpaid
subscribers, SMSC trends for postpaid subscribers, SASN trends for postpaid
subscribers, Billing trends for voice calls, Billing trends for short messages, and Billing
trends for GPRS sessions, without missing records in main postpaid audits (MSC vs.
Billing, SMSC vs. Billing, and SASN vs. Billing). So, this problem causes quality and

financial issues.
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There are three prepaid audits responsible for the detection of quality issues
related to the missing records from network main nodes compared to CCN, three
measures responsible for the detection of the great drop in postpaid traffic in main nodes
and three measures responsible for the detection of revenue leakage due to the great

drop in telecom traffic in billing system. Below are the main audits and measures:

Missing from MSC (MSC vs. CCN audit).
e Missing from SASN (SASN vs. CCN audit)

e Missing from SMSC (SMSC vs. CCN audit)

e Count of postpaid traffic from MSC (MSC measure).

e Count of postpaid traffic from SMSC (SMSC measure).

e Count of postpaid traffic from SASN (SASN measure).

e Count of voice calls from Billing (Billing measure for voice calls).

e Count of short messages from Billing (Billing measure for short messages).

e Count of GPRS sessions from Billing (Billing measure for GPRS sessions).

5.2.2.1.4.1 Missing from MSC (MSC vs. IN CCN audit)

The main audit responsible for the detection of such a problem that may cause
revenue leakage issue, extracts all prepaid voice calls from MSC side and extracts all
voice calls from CCN side for a certain date, does a count comparison between the
extracted records and data match comparison between the extracted reports in terms of
calling party, called party, call time, and duration to identify missing records from CCN
side (Uncharged calls), missing calls from MSC side (Charged calls that may did not
happen), Mismatched calls between MSC and IN CCN (Overcharged or Undercharged
calls). Figures 50-51 show the gap of count and total calls duration of transactions for

MSC compared to CCN respectively on the date of the configurations change 1-Nov.
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Figure 50 MSC vs. IN CCN count of records comparison
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Figure 51 MSC vs. IN CCN total calls duration comparison

Here we need to answer the questions of:
1. Why the revenue leakage issue has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?
The developed system prototype automatically builds a data workflow on the
Neo4j graph database for the whole data match process, representing all data nodes
included in the process, associated nodes and SQL processing nodes. Each SQL
processing node in the provenance workflow stores the semantic information, which
consist of mapped attributes and used filters, such as in figure 52 from the Neo4j after

running the sixth scenario (first sub-scenario) process for the date of interest.
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Figure 52 Provenance graph for MSC vs. CCN audit describing the execution of the data extraction, join, and

data matching queries in the case of data match audit due to a great missing from CCN side caused by a network
disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote resulted data items entities, green
nodes denote associated entities to the data source entities for contextual information provision using SQL
processing nodes, red nodes denote data source entities, and yellow node denote associated entity to the final
destination entity for contextual information provision using SQL processing node (In this diagram, processing
nodes for contextual information were represented by relations for simplicity here, but in the model they are

represented as processing nodes , since they are 12 nodes)

The provenance graph shown in Figure 52 describes the trace of the sixth
scenario (first sub-scenario) of our model built using the Neo4j database, with blue
nodes denote SQL processing nodes, Purple nodes denote resulted data items entities,
green nodes denote associated entities to the data source entities for contextual
information provision using SQL processing nodes, red nodes denote data source
entities, and yellow node denote associated entity to the final destination entity for
contextual information provision using SQL processing node. The three missing and
mismatch resulted data entities at the left of the graph were produced by the data match
Query Execution, that was executed over the data generated by the previous Data
Extraction processes containing the original SQL queries, which are connected to the
data source entities that are associated to the contextual information provision entities

(Incidents, Logs, and Offers) using SQL processing nodes.
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The input datasets for this scenario are extracted by two SQL queries with
certain filters MSC and CCN tables for the date of leakage issue. At each step of
execution the generated data is stored in a separate table to support drill down
capability. After the queries are executed provenance information are generated
consisting of attributes mapped between the input and output tables, used filters, and
contextual information provision entities. Nodes are automatically being added to the
workflow and provenance semantic information are inserted into the SQL processing
nodes, then the data extracted are used as an input for the data match query that compare
the two extracted results based on the calling party, called party, and the time of call to
generate the missing and mismatch reports. Backward tracing is executed if high
missing or mismatch is detected on a certain date by retrieving all SQL processing
nodes from the graph database and reverse their order of execution till the source entity
is reached with its associated entities using the processing nodes to detected all affected
rows and find possible root-causes for the leakage issue.

In the given scenario the MSC configurations change occurs on 1%-Nov. To
back trace this issue, the mapped attributes between the missing from MSC results table
and the data match query are used to select the affected data in the drill down table, the
filter and mapped attributes between data match table and the data extraction query
tables are used to select the affected data from the drill down tables of MSC and CCN,
then use the filter stored between incidents, logs, and offers tables to enrich the data
obtained about leakage issue by finding that an MSC configurations change in the Logs
table occurred on 1%-Nov, that caused the problem.

The results answers the previously presented questions as:

1. Why the revenue leakage issue has occurred? An MSC configurations change.

2. When the revenue leakage issue has been introduced? 15t —Nov.
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3. Where the revenue leakage issue has occurred? At what node? MSC.
4. What has caused this revenue leakage issue to occur? An MSC configurations

change.

5.2.2.1.4.2 Missing from SMSC (SMSC vs. CCN audit)

The main audit responsible for the detection of such a problem that may cause
revenue leakage issue, extracts all prepaid SMSs from SMSC side and extracts all SMSs
from CCN side for a certain date, does a count comparison between the extracted
records and data match comparison between the extracted reports in terms of calling
party, called party, and call time to identify missing records from CCN side (Uncharged
SMSs), and missing SMSs from SMSC side (Charged SMSs that may did not happen).
Figure 53 shows the gap of count of transactions for SMSC compared to CCN on the

date of the configurations change 1%-Nov.
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Figure 53 SMSC vs. CCN records count comparison

Here we need to answer the questions of:
1. Why the revenue leakage issue has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?

4. What has caused this revenue leakage issue to occur?
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The developed system prototype automatically builds a data workflow on the
Neo4j graph database for the whole data match process, representing all data nodes
included in the process, associated nodes and SQL processing nodes. Each SQL
processing node in the provenance workflow stores the semantic information, which
consist of mapped attributes and used filters, such as in Figure 54 from the Neo4;j after

running the sixth scenario (second sub-scenario) process for the date of interest.
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Figure 54 Provenance graph for SMSC vs. CCN audit describing the execution of the data extraction,
join, and data matching queries in the case of data match audit due to a great missing from CCN side
caused by a network disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote
resulted data items entities, green nodes denote associated entities to the data source entities for
contextual information provision using SQL processing nodes, red nodes denote data source entities, and
yellow node denote associated entity to the final destination entity for contextual information provision
using SQL processing node (In this diagram, processing nodes for contextual information were
represented by relations for simplicity here, but in the model they are represented as processing nodes ,

since they are 12 nodes)

The provenance graph shown in Figure 54 describes the trace of the sixth
scenario (second sub-scenario) of our model built using the Neo4j database, with blue
nodes denote SQL processing nodes, Purple nodes denote resulted data items entities,
green nodes denote associated entities to the data source entities for contextual

information provision using SQL processing nodes, red nodes denote data source
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entities, and yellow node denote associated entity to the final destination entity for
contextual information provision using SQL processing node. The two missing resulted
data entities at the left of the graph were produced by the data match Query Execution,
that was executed over the data generated by the previous Data Extraction processes
containing the original SQL queries, which are connected to the data source entities that
are associated to the contextual information provision entities (Incidents, Logs, and
Offers) using SQL processing nodes.

The input datasets for this scenario are extracted by two SQL queries with
certain filters SMSC and CCN tables for the date of the issue. At each step of execution
the generated data is stored in a separate table to support drill down capability. After
the queries are executed provenance information are generated consisting of attributes
mapped between the input and output tables, used filters, and contextual information
provision entities. Nodes are automatically being added to the workflow and
provenance semantic information are inserted into the SQL processing nodes, then the
data extracted are used as an input for the data match query that compare the two
extracted results based on the calling party, called party, and the time of call to generate
the missing reports. Backward tracing is executed if high missing or mismatch is
detected on a certain date by retrieving all SQL processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities using the processing nodes to detected all affected rows and find
possible root-causes for the leakage issue.

In the given scenario the SMSC configurations change occurs on 1%-Nov. To
back trace this issue, the mapped attributes between the missing from SMSC results
table and the data match query are used to select the affected data in the drill down

table, the filter and mapped attributes between data match table and the data extraction
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query tables are used to select the affected data from the drill down tables of SMSC and
CCN, then use the filter stored between incidents, logs, and offers tables to enrich the
data obtained about leakage issue by finding that an SMSC configurations change in
the Logs table occurred on 1%-Nov, that caused the problem.
The results answers the previously presented questions as:
1. Why the revenue leakage issue has occurred? An SMSC configurations
change.
2. When the revenue leakage issue has been introduced? 15t —Nov.

3. Where the revenue leakage issue has occurred? At what node? SMSC.

4. What has caused this revenue leakage issue to occur? An SMSC

configurations change.

5.2.2.1.4.3 Missing from SASN (SASN vs. IN CCN audit)

The main audit responsible for the detection of such a problem that may cause
revenue leakage issue, extracts all prepaid GPRS sessions from SASN side and extracts
all GPRS sessions from CCN side for a certain date, does a count comparison between
the extracted records and data match comparison between the extracted reports in terms
of MSISDN, APN, transaction time, and data volume to identify missing records from
CCN side (Uncharged GPRS sessions), missing records from SASN side (Charged
GPRS sessions that may did not happen), Mismatched GPRS sessions between SASN
and CCN (Overcharged or Undercharged GPRS sessions). Figures 55-56 show the gap
of count and total data volume of GPRS transactions for SASN compared to CCN

respectively on the date of the configurations change 1%-Nov.
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Figure 55 SASN vs. IN CCN count of records comparison

Volume (KB)

1400000
1200000

1000000\ g56459
800000
600000
400000

200000 297325
0

\gé\gf\g\,\f’\'\\'\'\«\;\f\'\\g/\(\ B S S W N N S

Q\\\@\/\Oq\\n,\g(‘“'\\q’o,\q’va,\ f\\o;\\\c;\f\\q@\o,\mc;,\’»q@qvva\,»g\qquv

It e e A ol ot
e SASN VOlUMe (KB) === CCN Volume (KB)

Figure 56 SASN vs. IN CCN total data volume comparison

Here we need to answer the questions of:
1. Why the revenue leakage issue has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?
The developed system prototype automatically builds a data workflow on the
Neo4j graph database for the whole data match process, representing all data nodes
included in the process, associated nodes and SQL processing nodes. Each SQL
processing node in the provenance workflow stores the semantic information, which
consist of mapped attributes and used filters, such as in Figure 57 from the Neo4j after

running the sixth scenario (third sub-scenario) process for the date of interest.
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Figure 57 Provenance graph for SASN vs. CCN audit describing the execution of the data extraction,
join, and data matching queries in the case of data match audit due to a great missing from CCN side
caused by a network disconnection. Blue nodes denote SQL processing nodes, Purple nodes denote
resulted data items entities, green nodes denote associated entities to the data source entities for
contextual information provision using SQL processing nodes, red nodes denote data source entities, and
yellow node denote associated entity to the final destination entity for contextual information provision
using SQL processing node (In this diagram, processing nodes for contextual information were
represented by relations for simplicity here, but in the model they are represented as processing nodes ,

since they are 12 nodes)

The provenance graph shown in figure 57 describes the trace of the sixth
scenario (third sub-scenario) of our model built using the Neo4j database, with blue
nodes denote SQL processing nodes, Purple nodes denote resulted data items entities,
green nodes denote associated entities to the data source entities for contextual
information provision using SQL processing nodes, red nodes denote data source
entities, and yellow node denote associated entity to the final destination entity for
contextual information provision using SQL processing node. The three missing and
mismatch resulted data entities at the left of the graph were produced by the data match
Query Execution, that was executed over the data generated by the previous Data
Extraction processes containing the original SQL queries, which are connected to the
data source entities that are associated to the contextual information provision entities

(Incidents, Logs, and Offers) using SQL processing nodes.



104

The input datasets for this scenario are extracted by two SQL queries with
certain filters SASN and CCN tables for the date of the issue. At each step of execution
the generated data is stored in a separate table to support drill down capability. After
the queries are executed provenance information are generated consisting of attributes
mapped between the input and output tables, used filters, and contextual information
provision entities. Nodes are automatically being added to the workflow and
provenance semantic information are inserted into the SQL processing nodes, then the
data extracted are used as an input for the data match query that compare the two
extracted results based on the calling party, called party, and the time of transaction to
generate the missing and mismatch reports. Backward tracing is executed if high
missing or mismatch is detected on a certain date by retrieving all SQL processing
nodes from the graph database and reverse their order of execution till the source entity
is reached with its associated entities using the processing nodes to detected all affected
rows and find possible root-causes for the leakage issue.

In the given scenario the SASN configurations change occurs on 1%-Nov. To
back trace this issue, the mapped attributes between the missing from SASN results
table and the data match query are used to select the affected data in the drill down
table, the filter and mapped attributes between data match table and the data extraction
query tables are used to select the affected data from the drill down tables of SASN and
CCN, then use the filter stored between incidents, logs, and offers tables to enrich the
data obtained about leakage issue by finding that a SASN configurations change in the
Logs table occurred on 1%-Nov, that caused the problem.

The results answers the previously presented questions as:

1. Why the revenue leakage issue has occurred? A SASN configurations change.

2. When the revenue leakage issue has been introduced? 15t —Nov.
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3. Where the revenue leakage issue has occurred? At what node? SASN.

4. What has caused this revenue leakage issue to occur? A SASN configurations

change.

5.2.2.1.4.4 Count of postpaid traffic from MSC (MSC measure)

In this scenario, a major drop in postpaid voice calls traffic in terms of records
count, and calls duration is recorded on 1%-Nov. This scenario has been used as an
example of an abnormal behavior in the usage monitoring trends that needs to be
investigated from RA team side, since the root-cause behind the traffic decrease must
be identified. Figures 58-59 show the usage abnormal behavior, since the postpaid voice
calls per day trends follow a specific pattern in terms of count, and duration. But in this
scenario, we notice that there are much count, and duration decrease on 1%t —Nov, and

this behavior needs to be investigated to identify its root-cause and possible effects.
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Figure 58 Count of postpaid voice calls
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MSC DURATION (MINUTES)
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Figure 59 Total duration of postpaid voice calls

Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for postpaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only voice mobile originating
traffic for postpaid subscribers towards all destinations then it groups them per
destination type and per date afterwards in terms of calls count, and total calls duration.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 60 from the Neo4j after running the usage monitoring process

for the date 1%-Nov.
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Figure 60 Provenance graph describing the execution of the data extraction query in the abnormal
postpaid voice calls traffic decrease use case over MSC. Blue nodes denote SQL processing nodes,
Purple node denote data source entity, green nodes denote associated entities to the data source entity
for contextual information provision using SQL processing nodes, and yellow node denote associated

entity to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 60 describes the trace of the sixth
scenario (Sixth sub-scenario) of our model built using the Neo4j database, with blue
nodes as SQL processing nodes, Purple node as a data source entity, green nodes as
associated entities to the data source entity for contextual information provision using
SQL processing nodes, and yellow node as associated entity to the final destination
entity for contextual information provision using SQL processing node. The
Traffic_Summary_Per_Day Query Result entity at the left of the graph connected to
public holidays node and was produced by the Traffic_Summary_Per_Destination
Query Execution and Extraction process that contains the original SQL query, which in
turn connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a
certain filter over MSC table. At each step of execution the generated data is stored in

a separate table to support drill down capability. After the query is executed provenance
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information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value occurs on 1% -Nov. To back trace this
value, the public holidays matched on the same day with the results table are mapped
and the mapped attributes between the results table and the Traffic summary per
destination are used to select the affected data in the drill down table, the filter and
mapped attributes between duration per destination table and the MSC table are used to
select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the traffic drop occurred due to an MSC
configurations change. And after the dataset was introduced to the model. The model
has effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the

issue through back till the logs node, noting that an MSC configurations change has
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occurred on the same day of the abnormal behavior and may have caused the great

traffic decrease.

4.

The results answers the previously presented questions as:

Why the duration decrease has occurred? An MSC configurations change.
When the revenue leakage issue has been introduced? 1%t -Nov.

Where the revenue leakage issue has occurred? At what node? MSC.

What has caused this revenue leakage issue to occur? An MSC configurations

change.

5.2.2.1.4.5 Count of postpaid traffic from SMSC (SMSC measure)

In this scenario, a major drop in postpaid SMS traffic in terms of records count

is recorded on 1%-Nov. This scenario has been used as an example of an abnormal

behavior in the usage monitoring trends that needs to be investigated from RA team

side, since the root-cause behind the traffic decrease must be identified. Figure 61 show

the usage abnormal behavior, since postpaid SMSs per day trend follows a specific

pattern in terms of count. But in this scenario, we notice that there are much count

decrease on 1% -Nov, and this behavior needs to be investigated to identify its root-

cause and possible effects.
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Figure 61 Count of postpaid SMS records from SMSC side
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Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for postpaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only short messages traffic
for postpaid subscribers towards all destinations then it groups them per destination
type and per date afterwards in terms of transactions count.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 62 from the Neo4j after running the usage monitoring process

for the date 1%-Nov.

Figure 62 Provenance graph describing the execution of the data extraction query in the abnormal
postpaid SMS traffic decrease use case over SMSC. Blue nodes denote SQL processing nodes, Purple

node denote data source entity, green nodes denote associated entities to the data source entity for
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contextual information provision using SQL processing nodes, and yellow node denote associated

entity to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 62 describes the trace of the sixth
scenario (Sixth sub-scenario) of our model built using the Neo4j database, with blue
nodes as SQL processing nodes, Purple node as a data source entity, green nodes as
associated entities to the data source entity for contextual information provision using
SQL processing nodes, and yellow node as associated entity to the final destination
entity for contextual information provision using SQL processing node. The
Traffic_Summary_Per_Day Query Result entity at the left of the graph connected to
public holidays node and was produced by the Traffic_Summary_ Per Destination
Query Execution and Extraction process that contains the original SQL query, which in
turn connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a
certain filter over SMSC table. At each step of execution the generated data is stored in
a separate table to support drill down capability. After the query is executed provenance
information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value occurs on 1% -Nov. To back trace this

value, the public holidays matched on the same day with the results table are mapped
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and the mapped attributes between the results table and the Traffic summary per
destination are used to select the affected data in the drill down table, the filter and
mapped attributes between Traffic per destination table and the SMSC table are used to
select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the traffic drop occurred due to an SMSC
configurations change. And after the dataset was introduced to the model. The model
has effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue through back till the logs node, noting that an SMSC configurations change has
occurred on the same day of the abnormal behavior and may have caused the great
traffic decrease.

The results answers the previously presented questions as:

1. Why the duration decrease has occurred? An SMSC configurations change.
2. When the revenue leakage issue has been introduced? 1%t -Nov.

3. Where the revenue leakage issue has occurred? At what node? SMSC.

4. What has caused this revenue leakage issue to occur? An SMSC

configurations change.
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5.2.2.1.4.6 Count of postpaid traffic from SASN (SASN measure)

In this scenario, a major drop in postpaid GPRS sessions traffic in terms of
records count, and data volume is recorded on 1%-Nov. This scenario has been used as
an example of an abnormal behavior in the usage monitoring trends that needs to be
investigated from RA team side, since the root-cause behind the traffic decrease must
be identified. Figures 63-64 show the usage abnormal behavior, since the postpaid
GPRS sessions per day trends follow a specific pattern in terms of count, and volume.
But in this scenario, we notice that there are much count, and volume decrease on 1% —
Nov, and this behavior needs to be investigated to identify its root-cause and possible

effects.
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Figure 63 Count of postpaid GPRS records from SASN side
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Figure 64 Total data volume for postpaid GPRS traffic from SASN side
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Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for postpaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only GPRS sessions traffic
for postpaid subscribers towards all APNs then it groups them per APN and per date
afterwards in terms of transactions count, and total data volume.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 65 from the Neo4j after running the usage monitoring process

for the date 1%-Nov.

dbo Public_Hol

Figure 65 Provenance graph describing the execution of the data extraction query in the abnormal
postpaid GPRS traffic decrease use case over SASN. Blue nodes denote SQL processing nodes, Purple

node denote data source entity, green nodes denote associated entities to the data source entity for
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contextual information provision using SQL processing nodes, and yellow node denote associated entity

to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 65 describes the trace of the sixth
scenario (Sixth sub-scenario) of our model built using the Neo4j database, with blue
nodes as SQL processing nodes, Purple node as a data source entity, green nodes as
associated entities to the data source entity for contextual information provision using
SQL processing nodes, and yellow node as associated entity to the final destination
entity for contextual information provision using SQL processing node. The
Traffic_Summary_Per_Day Query Result entity at the left of the graph connected to
public holidays node and was produced by the Traffic Summary Per APN Query
Execution and Extraction process that contains the original SQL query, which in turn
connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a
certain filter over SASN table. At each step of execution the generated data is stored in
a separate table to support drill down capability. After the query is executed provenance
information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value occurs on 1% -Nov. To back trace this

value, the public holidays matched on the same day with the results table are mapped
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and the mapped attributes between the results table and the Traffic summary per APN
are used to select the affected data in the drill down table, the filter and mapped
attributes between volume per APN table and the SASN table are used to select the
affected data from the drill down table and use the filter stored between incidents, logs,
and offers tables to enrich the data obtained about the abnormal behavior, if there was
an incident, changes, or offers on that date that may cause this leakage or fake alert of
leakage.

The used scenario assumes that the traffic drop occurred due to a SASN
configurations change. And after the dataset was introduced to the model. The model
has effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue through back till the logs node, noting that a SASN configurations change has
occurred on the same day of the abnormal behavior and may have caused the great
traffic decrease.

The results answers the previously presented questions as:

1. Why the duration decrease has occurred? A SASN configurations change.

2. When the revenue leakage issue has been introduced? 1%t -Nov.

3. Where the revenue leakage issue has occurred? At what node? SASN.

4. What has caused this revenue leakage issue to occur? A SASN configurations

change.
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5.2.2.1.4.7 Count of voice calls from Billing (Billing measure for voice calls).

In this scenario, a major drop in postpaid voice calls traffic in terms of records
count, calls duration, and calls charge is recorded on 1%-Nov. This scenario has been
used as an example of an abnormal behavior in the usage monitoring trends that needs
to be investigated from RA team side, since the root-cause behind the traffic decrease
must be identified. Figures 66-68 show the usage abnormal behavior, since the postpaid
voice calls per day trends follow a specific pattern in terms of count, duration, and
charge. But in this scenario, we notice that there are much count, duration, and charge
decrease on 1% —Nov, and this behavior needs to be investigated to identify its root-

cause and possible effects.

BILLING COUNT

10/30/2017
11/1/2017
11/3/2017
11/5/2017
11/7/2017
11/9/2017

11/11/2017

11/13/2017

11/15/2017

11/17/2017

11/19/2017

11/21/2017

11/23/2017

11/25/2017

11/27/2017

11/29/2017
12/1/2017
12/3/2017
12/5/2017
12/7/2017
12/9/2017

12/11/2017

12/13/2017

12/15/2017

12/17/2017

12/19/2017

12/21/2017

12/23/2017

12/25/2017

12/27/2017

Figure 66 Count of postpaid voice calls from Billing side
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Figure 67 Total duration of postpaid voice calls from Billing side
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BILLING CHARGE
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Figure 68 Total charge of postpaid voice calls from Billing side

Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for postpaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only voice mobile originating
traffic for postpaid subscribers towards all destinations then it groups them per
destination type and per date afterwards in terms of calls count, total calls duration, and
total calls charge.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 69 from the Neo4j after running the usage monitoring process

for the date 15-Nov.
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Figure 69 Provenance graph describing the execution of the data extraction query in the abnormal
postpaid voice calls traffic decrease use case over Billing. Blue nodes denote SQL processing nodes,
Purple node denote data source entity, green nodes denoteassociated entities to the data source entity
for contextual information provision using SQL processing nodes, and yellow node denote associated

entity to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 69 describes the trace of the sixth
scenario (Sixth sub-scenario) of our model built using the Neo4j database, with blue
nodes as SQL processing nodes, Purple node as a data source entity, green nodes as
associated entities to the data source entity for contextual information provision using
SQL processing nodes, and yellow node as associated entity to the final destination
entity for contextual information provision using SQL processing node. The
Traffic_Summary_Per_Day Query Result entity at the left of the graph connected to
public holidays node and was produced by the Traffic_Summary Per_Destination
Query Execution and Extraction process that contains the original SQL query, which in
turn connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a

certain filter over Billing table. At each step of execution the generated data is stored
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in a separate table to support drill down capability. After the query is executed
provenance information is generated consisting of attributes mapped between the input
and output tables, used filters, and contextual information provisioned. Nodes are
automatically being added to the workflow and provenance semantic information are
inserted into SQL processing nodes, then the row with the abnormal value in the results
table is investigated through backward tracing by retrieving all processing nodes from
the graph database and reverse their order of execution till the source entity is reached
with its associated entities.

In the given scenario the abnormal value occurs on 1% -Nov. To back trace this
value, the public holidays matched on the same day with the results table are mapped
and the mapped attributes between the results table and the Traffic summary per
destination are used to select the affected data in the drill down table, the filter and
mapped attributes between Traffic per destination table and the Billing table are used
to select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the traffic drop occurred due to an MSC
configurations change. And after the dataset was introduced to the model. The model
has effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the

issue through back till the logs node, noting that an MSC configurations change has
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occurred on the same day of the abnormal behavior and may have caused the great

traffic decrease.

3.

4.

The results answers the previously presented questions as:

Why the duration decrease has occurred? An MSC configurations change.
When the revenue leakage issue has been introduced? 1%t -Nov.

Where the revenue leakage issue has occurred? At what node? MSC.

What has caused this revenue leakage issue to occur? An MSC configurations

change.

5.2.2.1.4.8 Count of short messages from Billing (Billing measure for short

messages).

In this scenario, a major drop in postpaid SMS traffic in terms of records count

and charge is recorded on 1%-Nov. This scenario has been used as an example of an

abnormal behavior in the usage monitoring trends that needs to be investigated from

RA team side, since the root-cause behind the traffic decrease must be identified.

Figures 70-71 show the usage abnormal behavior, since postpaid SMSs per day trend

follows a specific pattern in terms of count. But in this scenario, we notice that there

are much count and charge decrease on 1% -Nov, and this behavior needs to be

investigated to identify its root-cause and possible effects.
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Figure 70 Count of postpaid SMS records from Billing side
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Figure 71 Total charge of postpaid SMS traffic from Billing side

Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?

4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for postpaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only short messages traffic
for postpaid subscribers towards all destinations then it groups them per destination

type and per date afterwards in terms of transactions count.
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The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 72 from the Neo4j after running the usage monitoring process

for the date 1%-Nov.

dbo Public_Hol

Figure 72 Provenance graph describing the execution of the data extraction query in the abnormal
postpaid SMS traffic decrease use case over Billing. Blue nodes denote SQL processing nodes, Purple
node denote data source entity, green nodes denote associated entities to the data source entity for
contextual information provision using SQL processing nodes, and yellow node denote associated

entity to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 72 describes the trace of the sixth
scenario (eighth sub-scenario) of our model built using the Neo4j database, with blue
nodes as SQL processing nodes, Purple node as a data source entity, green nodes as
associated entities to the data source entity for contextual information provision using
SQL processing nodes, and yellow node as associated entity to the final destination
entity for contextual information provision using SQL processing node. The

Traffic_Summary_Per_Day Query Result entity at the left of the graph connected to



124

public holidays node and was produced by the Traffic_Summary_Per_Destination
Query Execution and Extraction process that contains the original SQL query, which in
turn connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a
certain filter over Billing table. At each step of execution the generated data is stored
in a separate table to support drill down capability. After the query is executed
provenance information is generated consisting of attributes mapped between the input
and output tables, used filters, and contextual information provisioned. Nodes are
automatically being added to the workflow and provenance semantic information are
inserted into SQL processing nodes, then the row with the abnormal value in the results
table is investigated through backward tracing by retrieving all processing nodes from
the graph database and reverse their order of execution till the source entity is reached
with its associated entities.

In the given scenario the abnormal value occurs on 1% -Nov. To back trace this
value, the public holidays matched on the same day with the results table are mapped
and the mapped attributes between the results table and the Traffic summary per
destination are used to select the affected data in the drill down table, the filter and
mapped attributes between Traffic per destination table and the Billing table are used
to select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the traffic drop occurred due to an SMSC

configurations change. And after the dataset was introduced to the model. The model
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has effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue through back till the logs node, noting that an SMSC configurations change has
occurred on the same day of the abnormal behavior and may have caused the great
traffic decrease.
The results answers the previously presented questions as:

1. Why the duration decrease has occurred? An SMSC configurations change.

2. When the revenue leakage issue has been introduced? 15t -Nov.

3. Where the revenue leakage issue has occurred? At what node? SMSC.

4. What has caused this revenue leakage issue to occur? An SMSC

configurations change.

5.2.2.1.4.9 Count of GPRS sessions from Billing (Billing measure for GPRS

sessions).

In this scenario, a major drop in postpaid GPRS sessions traffic in terms of
records count, data volume, and charge is recorded on 1%-Nov. This scenario has been
used as an example of an abnormal behavior in the usage monitoring trends that needs
to be investigated from RA team side, since the root-cause behind the traffic decrease
must be identified. Figures 73-75 show the usage abnormal behavior, since the postpaid
GPRS sessions per day trends follow a specific pattern in terms of count, volume, and

charge. But in this scenario, we notice that there are much count, volume, and charge
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decrease on 1% —Nov, and this behavior needs to be investigated to identi
ible effects.
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Here we need to answer the questions of:
1. Why the traffic increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for postpaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only GPRS sessions traffic
for postpaid subscribers towards all APNs then it groups them per APN and per date
afterwards in terms of transactions count, total data volume, and total charge.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 76 from the Neo4j after running the usage monitoring process

for the date 1%-Nov.

dbo Public_Hol

Figure 76 Provenance graph describing the execution of the data extraction query in the abnormal
postpaid GPRS traffic decrease use case over Billing. Blue nodes denote SQL processing nodes, Purple

node denote data source entity, green nodes denote associated entities to the data source entity for
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contextual information provision using SQL processing nodes, and yellow node denote associated entity

to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 76 describes the trace of the sixth
scenario (Ninth sub-scenario) of our model built using the Neo4j database, with blue
nodes as SQL processing nodes, Purple node as a data source entity, green nodes as
associated entities to the data source entity for contextual information provision using
SQL processing nodes, and yellow node as associated entity to the final destination
entity for contextual information provision using SQL processing node. The
Traffic_Summary_Per_Day Query Result entity at the left of the graph connected to
public holidays node and was produced by the Traffic_ Summary Per APN Query
Execution and Extraction process that contains the original SQL query, which in turn
connected to the data source entity that is connected to the contextual information
provision entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input datasets for this scenario will be extracted by a SQL query with a
certain filter over Billing table. At each step of execution the generated data is stored
in a separate table to support drill down capability. After the query is executed
provenance information is generated consisting of attributes mapped between the input
and output tables, used filters, and contextual information provisioned. Nodes are
automatically being added to the workflow and provenance semantic information are
inserted into SQL processing nodes, then the row with the abnormal value in the results
table is investigated through backward tracing by retrieving all processing nodes from
the graph database and reverse their order of execution till the source entity is reached
with its associated entities.

In the given scenario the abnormal value occurs on 1% -Nov. To back trace this

value, the public holidays matched on the same day with the results table are mapped
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and the mapped attributes between the results table and the Traffic summary per APN
are used to select the affected data in the drill down table, the filter and mapped
attributes between volume per APN table and the Billing table are used to select the
affected data from the drill down table and use the filter stored between incidents, logs,
and offers tables to enrich the data obtained about the abnormal behavior, if there was
an incident, changes, or offers on that date that may cause this leakage or fake alert of
leakage.

The used scenario assumes that the traffic drop occurred due to a SASN
configurations change. And after the dataset was introduced to the model. The model
has effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue through back till the logs node, noting that a SASN configurations change has
occurred on the same day of the abnormal behavior and may have caused the great
traffic decrease.

The results answers the previously presented questions as:

5. Why the duration decrease has occurred? A SASN configurations change.

6. When the revenue leakage issue has been introduced? 1%t -Nov.

7. Where the revenue leakage issue has occurred? At what node? SASN.

8. What has caused this revenue leakage issue to occur? A SASN configurations

change.
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5.3.2.2 Human errors (Miss Configuration) leakage issues

5.2.2.2.1 Seventh use case scenario Prices Change

In this scenario, a major increase in total calls charge for prepaid subscribers is
recorded with no additional major increase in calls count or calls duration. This scenario
has been used as an example of an abnormal behavior in the usage monitoring trends
that needs to be investigated from RA team side, since logically any additional voice
charge must introduce additional usage in the normal case which is not happening here,
indicating that a revenue leakage may have occurred and revenue losses are still
ongoing because of customer complaints and churn (Loosing subscribers) due to charge
increase per minute.

Figure 79 shows the charge abnormal behavior, since the prepaid voice calls
total charge per day follows a specific pattern, higher calls charge on Sunday and
Monday, much lower calls duration during Tuesday to Thursday, and very low calls
charge on weekends. But on this trend, we notice that there are much charge increase
starting from 24""-Dec till 31%'-Dec. By taking a look at the calls count and calls duration
trends, we do not notice any proportional increase to this charge increase as in Figures

77-78, which is unrealistic in normal situations.
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Figure 79 Prepaid voice cost

Here we need to answer the questions of:

1. Why the charge increase has occurred?

2. When the revenue leakage issue has been introduced?

3. Where the revenue leakage issue has occurred? At what node?

4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for prepaid usage traffic monitoring

and trending performs a SQL query with a filter to extract only voice mobile originating

traffic for prepaid subscribers for all destinations, then it groups them per destination

and per date.
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The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 80 from the Neo4j after running the usage monitoring process

for the date of interest.

dbo.Public_Hel....

Figure 80 Provenance graph describing the execution of the data extraction query in the abnormal charge increase
use case. Blue nodes denote SQL processing nodes, Purple node denote data source entity, green nodes denote
associated entities to the data source entity for contextual information provision using SQL processing nodes, and
yellow node denote associated entity to the final destination entity for contextual information provision using

SQL processing node.

The provenance graph shown in Figure 80 describes the trace of the Seventh
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple nodes as data source entities, green nodes as associated
entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node as associated entity to the final destination entity for
contextual information provision using SQL processing node. The Charge_Per_Day
Query Result entity at the left of the graph connected to the public holidays node and

was produced by the Charge_Per_Destination Query Execution and Extraction process
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that contains the original SQL query, which in turn connected to the data source entity
that is connected to the contextual information provision entities (Incidents, Logs, and
Offers) using SQL processing nodes.

The input dataset for the Seventh scenario will be extracted by a SQL query
with a certain filter over CCN table. At each step of execution the generated data is
stored in a separate table to support drill down capability. After the query is executed
provenance information is generated consisting of attributes mapped between the input
and output tables, used filters, and contextual information provisioned. Nodes are
automatically being added to the workflow and provenance semantic information are
inserted into SQL processing nodes, then the row with the abnormal value in the results
table is investigated through backward tracing by retrieving all processing nodes from
the graph database and reverse their order of execution till the source entity is reached
with its associated entities.

In the given scenario the abnormal value occurs starting from 24"-Dec. To back
trace this value, the mapped attributes between the results table and the charge per
destination are used to select the affected data in the drill down table, the filter and
mapped attributes between charge per destination table and the CCN table are used to
select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that the charge increase occurred due to prices
change on 24"-Dec. After the dataset was introduced to the model, the model has
effectively built the data workflow graph, drill down tables constructed at each

processing step to enhance the drill down capability, provenance semantic information
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was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue by identifying a prices change in the logs table on the same date.
The results answers the previously presented questions as:

1. Why the duration increase has occurred? Prices change was occurred.

2. When the revenue leakage issue has been introduced? 24™-Dec.

3. Where the revenue leakage issue has occurred? At what node? CCN.

4. What has caused this revenue leakage issue to occur? Prices change.

5.3.2.3 Poor product or service design leakage issues

5.2.2.3.1 Eighth use case scenario Rounding Criteria (Fake Alert)

In this scenario, a major decrease in calls duration units and totals calls charge
is recorded starting from 24"-Dec noting that total calls count and total calls duration
in seconds remain the same as expected following the normal daily pattern due to a new
product that changes the units rounding criteria. This scenario has been used as an
example of an abnormal behavior in the usage monitoring trends that needs to be
investigated from RA team side.

Figures 82-83 show the prepaid voice calls duration in units and total calls
charge abnormal behavior. Here we notice a great decrease in duration in units and
charge starting from 24"-Dec. But Figure 81 show a normal pattern without any

recorded abnormal decrease.
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Figure 81 Prepaid voice calls count
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Figure 82 Prepaid voice calls duration in units
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Figure 83 prepaid voice calls total charge
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Here we need to answer the questions of:
1. Why the charge increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The RA function responsible for prepaid usage traffic monitoring and trending
performs a SQL query with a filter to extract only charged voice mobile originating
traffic for prepaid subscribers towards all destinations then it groups them per
destination type and per date afterwards. The developed system prototype automatically
builds a data workflow on the Neo4j graph database representing all data nodes
included in the process, associated nodes and executed SQL processing nodes. Each
processing node in the provenance workflow stores the semantic information, which
consist of mapped attributes and used filters, such as in Figure 84 from the Neo4;j after

running the usage monitoring process for 24™-Dec.

dbo_ Public_Hol.

Figure 84 Provenance graph describing the execution of the data extraction query in the abnormal
duration in units and charge decrease use case. Blue nodes denote SQL processing nodes, Purple node
denote data source entity, green nodes denote associated entities to the data source entity for contextual
information provision using SQL processing nodes, and yellow node denote associated entity to the final

destination entity for contextual information provision using SQL processing node.
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The provenance graph shown in Figure 84 describes the trace of the eighth
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple nodes as data source entities, green nodes as associated
entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node as associated entity to the final destination entity for
contextual information provision using SQL processing node. The Traffic_Per_Day
Query Result entity at the left of the graph connected to the public holiday node and
was produced by the Traffic_Per_Destination Query Execution and Extraction process
that contains the original SQL query, which in turn connected to the data source entity
that is connected to the contextual information provision entities (Incidents, Logs, and
Offers) using SQL processing nodes.

The input dataset for this scenario will be extracted by a SQL query with a
certain filter over CCN table. At each step of execution the generated data is stored in
a separate table to support drill down capability. After the query is executed provenance
information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal values occurs starting from 24" -Dec. To
back trace this value, the mapped attributes between the results table and the traffic per
destination are used to select the affected data in the drill down table, the filter and

mapped attributes between duration per destination table and the CCN table are used to
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select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that this behavior on 24" -Dec was due to a new
product launch for rounding units of voice calls to 90 seconds instead of 60 seconds for
the same price recorded on offers table. And after the dataset was introduced to the
model. The model has effectively built the data workflow graph, drill down tables
constructed at each processing step to enhance the drill down capability, provenance
semantic information was stored at the SQL processing nodes and the contextual
information were invoked from associated entities using the processing nodes, retrieved
and used for debugging the root-cause for the presented issue, and has successfully
identified the reason of the issue.

The results answers the previously presented questions as:

1. Why the duration increase has occurred? New product for rounding units of
voice calls to 90 seconds instead of 60 seconds for the same price.

2. When the revenue leakage issue has been introduced? 24th -Dec.

3. Where the revenue leakage issue has occurred? At what node? CCN.

4. What has caused this revenue leakage issue to occur? New product for
rounding units of voice calls to 90 seconds instead of 60 seconds for the

same price.

5.2.2.3.2 Ninth use case scenario Conflicting Campaigns (Real Alert)

In this scenario, a major decrease in prepaid international calls traffic using a

certain product (campaign) is recorded due to another conflicting campaigns launch for
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prepaid subscribers and the subscribers could benefit from both campaigns, affecting
each product estimated revenue. This scenario has been used as an example of an
abnormal behavior in the usage monitoring trends that needs to be investigated from
RA team side, since this is an indicator that a revenue leakage may have occurred.

Figures 85-87 show the great decrease in calls count, duration and total charge

respectively starting from 24'"-Dec.
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Figure 85 Prepaid international voice calls count for Product 1D 1120
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Figure 86 Prepaid international voice calls duration for Product 1D 1120
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CHARGE

Figure 87 Prepaid international voice calls charge for Product ID 1120

Here we need to answer the questions of:
1. Why the charge increase has occurred?
2. When the revenue leakage issue has been introduced?
3. Where the revenue leakage issue has occurred? At what node?
4. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for prepaid usage traffic monitoring
and trending performs a SQL query with a filter to extract all voice mobile originating
calls for prepaid subscribers towards international destinations then it groups them per
product ID and per date afterwards as in below process.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 88 from the Neo4j after running the usage monitoring process

for the date of interest.
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dbo.Public_Hol

Figure 88 Provenance graph describing the execution of the data extraction query in the abnormal
campaign international total traffic decrease use case. Blue nodes denote SQL processing nodes, Purple
node denote data source entity, green nodes denote associated entities to the data source entity for
contextual information provision using SQL processing nodes, and yellow node denote associated entity

to the final destination entity for contextual information provision using SQL processing node.

The provenance graph shown in Figure 88 describes the trace of the ninth
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple nodes as data source entities, green nodes as associated
entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node as associated entity to the final destination entity for
contextual information provision using SQL processing node. The Traffic_Per_Day
Query Result entity at the left of the graph connected to the public holidays node and
was produced by the Traffic_Per_Product_ID Query Execution and Extraction process
that contains the original SQL query, which in turn connected to the data source entity
that is connected to the contextual information provision entities (Incidents, Logs, and
Offers) using SQL processing nodes.

The input dataset for the ninth scenario will be extracted by a SQL query with

a certain filter over CCN table. At each step of execution the generated data is stored in



142

a separate table to support drill down capability. After the query is executed provenance
information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value starts occurring from 24"-Dec. To
back trace this value, the mapped attributes between the results table and the traffic per
Product_ID are used to select the affected data in the drill down table, the filter and
mapped attributes between traffic per Product_ID table and the CCN table are used to
select the affected data from the drill down table and use the filter stored between
incidents, logs, and offers tables to enrich the data obtained about the abnormal
behavior, if there was an incident, changes, or offers on that date that may cause this
leakage or fake alert of leakage.

The used scenario assumes that drop in total international calls for product_ID
1120 occurred due to a launch of a conflicting campaign on 24" —Dec. The model has
effectively built the data workflow graph, drill down tables constructed at each
processing step to enhance the drill down capability, provenance semantic information
was stored at the SQL processing nodes and the contextual information were invoked
from associated entities using the processing nodes, retrieved and used for debugging
the root-cause for the presented issue, and has successfully identified the reason of the
issue by identifying another conflicting campaign for prepaid international voice traffic

in the offers table on the same date.
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The results answers the previously presented questions as:
1. Why the duration increase has occurred? Conflicting campaigns.
2. When the revenue leakage issue has been introduced? 24™-Dec.
3. Where the revenue leakage issue has occurred? At what node? CCN.

4. What has caused this revenue leakage issue to occur? Conflicting campaigns.

5.3.2.4 Internal and external fraud leakage issues
5.3.2.4.1 Internal fraud

5.3.2.4.1.1 Tenth use case scenario Voice Price

In this scenario, a major decrease in calls charge is recorded due to an increase
in total calls with zero charge for prepaid subscribers. This scenario has been used as
an example of an abnormal behavior in the usage monitoring trends that needs to be
investigated from RA team side, since this is an indicator that a revenue leakage may
have occurred. Figure 91 shows the great decrease in calls total charge on 23™-Nov,
which is a Thursday compared to other Thursdays while total calls count and total calls

duration remains the same as in Figures 89-90.
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Figure 89 Prepaid voice calls count
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Figure 90 Prepaid voice calls duration
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Figure 91 Prepaid voice calls cost

Here we need to answer the questions of:

5. Why the charge increase has occurred?

6. When the revenue leakage issue has been introduced?

7. Where the revenue leakage issue has occurred? At what node?

8. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for prepaid usage traffic monitoring

and trending performs a SQL query with a filter to extract all voice mobile originating
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calls for prepaid subscribers towards all destinations then it groups them per destination
type and per date afterwards as in below process.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 92 from the Neo4j after running the usage monitoring process

for the date of interest.

dbo Public_Hol

Figure 92 Provenance graph describing the execution of the data extraction query in the abnormal charge
decrease use case. Blue nodes denote SQL processing nodes, Purple node denote data source entity, green
nodes denote associated entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node denote associated entity to the final destination entity for contextual

information provision using SQL processing node.

The provenance graph shown in Figure 92 describes the trace of the tenth
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple nodes as data source entities, green nodes as associated
entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node as associated entity to the final destination entity for

contextual information provision using SQL processing node. The Charge_Per_Day
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Query Result entity at the left of the graph connected to the public holidays node and
was produced by the Charge Charge _Per_Destination Query Execution and Extraction
process that contains the original SQL query, which in turn connected to the data source
entity that is connected to the contextual information provision entities (Incidents,
Logs, and Offers) using SQL processing nodes.

The input dataset for the tenth scenario will be extracted by a SQL query with a
certain filter over CCN table. At each step of execution the generated data is stored in
a separate table to support drill down capability. After the query is executed provenance
information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value occurs on 23™ -Nov. To back trace this
value, the mapped attributes between the results table and the charge per destination are
used to select the affected data in the drill down table, the filter and mapped attributes
between charge per destination table and the CCN table are used to select the affected
data from the drill down table and use the filter stored between incidents, logs, and
offers tables to enrich the data obtained about the abnormal behavior, if there was an
incident, changes, or offers on that date that may cause this leakage or fake alert of
leakage.

The used scenario assumes that drop in total calls charge occurred due to a

wrong tariff configuration on 23 —Nov by a charging employee through the definition
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minute price to zero recorded in the logs table. After the dataset was introduced to the
model. The model has effectively built the data workflow graph, drill down tables
constructed at each processing step to enhance the drill down capability, provenance
semantic information was stored at the SQL processing nodes and the contextual
information were invoked from associated entities using the processing nodes, retrieved
and used for debugging the root-cause for the presented issue, and has successfully
identified the reason of the issue by identifying a prices change in the logs table on the
same date.
The results answers the previously presented questions as:

5. Why the duration increase has occurred? Wrong tariff configuration.

6. When the revenue leakage issue has been introduced? 2379 -Nov.

7. Where the revenue leakage issue has occurred? At what node? CCN.

8. What has caused this revenue leakage issue to occur? Wrong tariff

configuration.

5.2.2.4.1.2 Eleventh use case scenario SMS Price

In this scenario, a major decrease in total SMSs charge is recorded due to a
major increase in total SMSs with zero charge for prepaid subscribers on 7""-Nov. This
scenario has been used as an example of an abnormal behavior in the usage monitoring
trends that needs to be investigated from RA team side, since this is an indicator that a
revenue leakage may have occurred. Figure (94) shows the great drop in SMS charges,
while total SMS count remains the same as expected to be as in Figure 93, which is

unrealistic in the normal case.
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Figure 93 Prepaid SMS total count
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Figure 94 Prepaid SMS total charge

Here we need to answer the questions of:

1. Why the charge increase has occurred?

2. When the revenue leakage issue has been introduced?

3. Where the revenue leakage issue has occurred? At what node?

4. What has caused this revenue leakage issue to occur?

The responsible RA function for prepaid usage traffic monitoring and trending

performs a SQL query with a filter to extract all originating SMS traffic for prepaid

subscribers towards all destinations then it groups them per destination type and per
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date afterwards as in below process. The developed system prototype automatically
builds a data workflow on the Neo4j graph database representing all data nodes
included in the process, associated nodes and executed SQL processing nodes. Each
processing node in the provenance workflow stores the semantic information, which
consist of mapped attributes and used filters, such as in Figure 95 from the Neo4;j after

running the usage monitoring process for 7"-Nov.

dbo Public_Hol

Figure 95 Provenance graph describing the execution of the data extraction query in the abnormal charge
decrease use case. Blue nodes denote SQL processing nodes, Purple node denote data source entity, green
nodes denote associated entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node denote associated entity to the final destination entity for contextual

information provision using SQL processing node.

The provenance graph shown in Figure 95 describes the trace of the eleventh
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple nodes as data source entities, green nodes as associated
entities to the data source entity for contextual information provision using SQL
processing nodes, and yellow node as associated entity to the final destination entity for
contextual information provision using SQL processing node. The Charge_Per_Day
Query Result entity at the left of the graph connected to the public holidays node and

was produced by the Charge_Per_Destination Query Execution and Extraction process
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that contains the original SQL query, which in turn connected to the data source entity
that is connected to the contextual information provision entities (Incidents, Logs, and
Offers) using SQL processing nodes.

The input dataset for the eleventh scenario will be extracted by a SQL query
with a certain filter over CCN table. At each step of execution the generated data is
stored in a separate table to support drill down capability. After the query is executed
provenance information is generated consisting of attributes mapped between the input
and output tables, used filters, and contextual information provisioned. Nodes are
automatically being added to the workflow and provenance semantic information are
inserted into SQL processing nodes, then the row with the abnormal value in the results
table is investigated through backward tracing by retrieving all processing nodes from
the graph database and reverse their order of execution till the source entity is reached
with its associated entities.

In the given scenario the abnormal value occurs on 7"-Nov. To back trace this
value, the mapped attributes between the results table and the charge per destination are
used to select the affected data in the drill down table, the filter and mapped attributes
between charge per destination table and the CCN table are used to select the affected
data from the drill down table and use the filter stored between incidents, logs, and
offers tables to enrich the data obtained about the abnormal behavior, if there was an
incident, changes, or offers on that date that may cause this leakage or fake alert of
leakage.

The used scenario assumes that the zero charged SMS count increase occurred
due to prices change because of a wrong tariff configuration on 7"-Nov. And after the
dataset was introduced to the model. The model has effectively built the data workflow

graph, drill down tables constructed at each processing step to enhance the drill down
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capability, provenance semantic information was stored at the SQL processing nodes
and the contextual information were invoked from associated entities using the
processing nodes, retrieved and used for debugging the root-cause for the presented
issue, and has successfully identified the reason of the issue by identifying a prices
change in the logs table on the same date.
The results answers the previously presented questions as:

9. Why the duration increase has occurred? Wrong tariff configuration.

10. When the revenue leakage issue has been introduced? 7t"-Nov.

11. Where the revenue leakage issue has occurred? At what node? CCN.

12. What has caused this revenue leakage issue to occur? Wrong tariff

configuration.

5.3.2.4.2 External fraud

5.2.2.4.2.1 Twelfth use case scenario GPRS Initiation

In this scenario, a major increase in total GPRS sessions count and data volume
for prepaid subscribers is recorded with no additional increase in GPRS traffic charges.
This scenario has been used as an example of an abnormal behavior in the usage
monitoring trends that needs to be investigated from RA team side, since logically any
additional GPRS usage must introduce additional fees or charges in the normal case
which is not happening here, indicating that a revenue leakage may have occurred and
revenue losses are still ongoing.

Figures 96-98 show the usage abnormal behavior, since the prepaid GPRS
traffic per day follows a specific trend. But on these trends, we notice that there are

much GPRS sessions count and data volume increase starting from 3"-Nov till 5"-Nov,
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Figure 96 Prepaid GPRS sessions count
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Figure 97 Prepaid GPRS sessions data volume
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Figure 98 Prepaid GPRS sessions charge
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Here we need to answer the questions of:
5. Why the duration increase has occurred?
6. When the revenue leakage issue has been introduced?
7. Where the revenue leakage issue has occurred? At what node?
8. What has caused this revenue leakage issue to occur?

The responsible RA function responsible for prepaid usage traffic monitoring
and trending performs a SQL query with a filter to extract only GPRS traffic for prepaid
subscribers towards all APNs then it groups them per APN and per date afterwards.

The developed system prototype automatically builds a data workflow on the
Neo4j graph database representing all data nodes included in the process, associated
nodes and executed SQL processing nodes. Each processing node in the provenance
workflow stores the semantic information, which consist of mapped attributes and used
filters, such as in Figure 99 from the Neo4j after running the usage monitoring process

for the date of interest.

dbo.Public_Hol

Figure 99 Provenance graph describing the execution of the data extraction query in the abnormal
prepaid GPRS traffic increase use case. Blue nodes denote SQL processing nodes, Purple node denote
data source entity, green nodes denote associated entities to the data source entity for contextual
information provision using SQL processing nodes, and yellow node denote associated entity to the

final destination entity for contextual information provision using SQL processing node.



154

The provenance graph shown in Figure 99 describes the trace of the twelfth
scenario of our model built using the Neo4j database, with blue nodes as SQL
processing nodes, Purple node as a data source entity, green nodes as associated entities
to the data source entity for contextual information provision using SQL processing
nodes, and yellow node as associated entity to the final destination entity for contextual
information provision using SQL processing node. The Traffic_Per_Day Query Result
entity at the left of the graph was produced by the Traffic_Per_Day Query Execution
and Extraction process that contains the original SQL query, which in turn connected
to the data source entity that is connected to the contextual information provision
entities (Incidents, Logs, and Offers) using SQL processing nodes.

The input dataset for the twelfth scenario is extracted by a SQL query with a
certain filter over CCN table. At each step of execution the generated data is stored in
a separate table to support drill down capability. After the query is executed provenance
information is generated consisting of attributes mapped between the input and output
tables, used filters, and contextual information provisioned. Nodes are automatically
being added to the workflow and provenance semantic information are inserted into
SQL processing nodes, then the row with the abnormal value in the results table is
investigated through backward tracing by retrieving all processing nodes from the graph
database and reverse their order of execution till the source entity is reached with its
associated entities.

In the given scenario the abnormal value occurs starting from 3™-Nov till 5"-
Nov. To back trace this value, the mapped attributes between the results table and the
traffic per APN are used to select the affected data in the drill down table, the filter and
mapped attributes between traffic per APN table and the CCN table are used to select

the affected data from the drill down table and use the filter stored between incidents,
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logs, and offers tables to enrich the data obtained about the abnormal behavior, if there
was an incident, changes, or offers on that date that may cause this leakage or fake alert
of leakage.

The used scenario assumes that the GPRS traffic abnormal increase occurred
after an external fraud to change GPRS traffic to look as an initiation traffic to the
charging system, which is a zero charged traffic starting from 3"-Nov. After the dataset
was introduced to the model. The model has effectively built the data workflow graph,
drill down tables constructed at each processing step to enhance the drill down
capability, provenance semantic information was stored at the SQL processing nodes
and the contextual information were invoked from associated entities using the
processing nodes, retrieved and used for debugging the root-cause for the presented
issue, and has successfully identified the reason of the issue as external fraud from
public holidays and events node.

The results answers the previously presented questions as:

1. Why the GPRS traffic increase has occurred? The use of a fraudulent
application to use GPRS for free.

2. When the revenue leakage issue has been introduced? 379-Nov.

3. Where the revenue leakage issue has occurred? At what node? CCN.

4. What has caused this revenue leakage issue to occur? The use of a fraudulent

application to use GPRS for free.
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Chapter 6 Evaluation

This chapter describes the evaluation methodology used to evaluate our
approach, the evaluation metrics, the datasets used for testing and evaluation, and

finally discusses the evaluation results.

6.1 Evaluation methodology

This section describes the evaluation methodology used to evaluate the
proposed approach using completeness and accuracy, meaning that the approach needs
to be evaluated in terms of how many revenue leakage issues root-causes were
identified out of the total detected revenue leakage issues, and how many root-causes
were accurate and correct out of the total predicted root causes. In order to verify our
proposed approach, we have first to verify that all of its elements work according to the
designed conceptual model and according to its specified theoretical design. In this
study we have tested the total of 12 revenue leakage root-cause instances with 26
symptoms, each root-cause must have at least one symptom as an effect of its
occurrence. These 12 issues include true positives and false positives, datasets were
introduced to the proposed model to evaluate the root-cause analysis and drill down
features for each. We have four main different types of cases, of issues, as described
below:

e True Positive (TP): Real alert, raises an alert for a real revenue leakage

problem.

e True Negative (TN): No alert is raised as there is no real problem

indicator.

e False Positive (FP): Fake alerts, raises an alert for a fake revenue leakage

problem indicator.
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e False Negative (FN): No alert is raised while there is a real revenue
leakage problem.

The evaluation was conducted in two stages: we have conducted a dry run

experiments based on the evaluation methodology by running the proposed model on

two revenue leakage root-cause instances to check if the experiment design works well;

then a wet run experiments were conducted on 12 revenue leakage root-cause instances

with 26 possible revenue leakage symptoms to evaluate completeness and correctness

of our approach. Our approach aims to identify all possible reasons for detected revenue

leakage issues and identify them correctly and accurately. The two types of evaluation

features used in this study will be discussed in the following section.

In order to correctly evaluate our approach and find out more about its

limitations and strengths, we followed the below steps:

1.

3.

We have prepared 10 datasets per revenue leakage root-cause instance
symptom, which means 260 datasets, to evaluate the ability of our approach to
identify the root-cause for all possible symptoms of introduced revenue leakage
issues and its accuracy.

Another 26 datasets for TN per issue to represent the dataset without any issue
or revenue leakage symptom, in order to identify the approach ability of not
identifying root causes for datasets that do not have leakage issues and do not
raise alerts.

The datasets were introduced to the developed model, and results were recorded
and evaluated.

For each introduced dataset, completeness was evaluated in terms of how many
leakage issues root-cause were identified out of the total number of revenue

leakage alerts.
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5. For each introduced dataset, accuracy was evaluated in terms of how many
identified leakage issues root-causes were correct out of the total number of
identified revenue leakage issues root-causes.

On the other hand, it is worth mentioning that conducting a comparative evaluation
with the existing provenance-based approach Panda, which was our reference for
improving and extending the current rule-based revenue leakage detection approach is
not scientifically valid. The Panda system performs syntactic analysis of SQL queries
to capture provenance information (used filters and mapped attributes). It, then, uses
generated syntactic analysis data to trace operations to investigate the reason of
erroneous values of the SQL queries to locate where the error has occurred. While in
our proposed approach it uses the same provenance data and tracing method, but
additionally enhanced with contextual information to perform root-cause of the revenue

leakage issue, which Panda is not designed to do.
6.2 Evaluation features

This section describes the evaluation features used to evaluate the proposed
approach as below:

1. Completeness test was done to insure that our proposed approach could perform
root-cause analysis and debugging for all different use cases that generate alerts.
In other words, completeness refers to the proportion of predicted root-causes
of the total number of alerts per root-cause instance [14, 30]. But in the case of
the TN it refers to the proportion of total number of unpredicted root-causes
over the total number of datasets as in equation 1. In order to evaluate the
completeness of our approach, we use a gold standard test with 12 revenue
leakage issues (with their root causes) and 26 possible revenue leakage

symptoms as a gold standard discussed in the implementation chapter.
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PRC
Completeness = s (D

Where T is the total number of alerts
And PRC is the number of predicated root-cause

2. Accuracy (Correctness) test was done to evaluate how many of the predicted
root-causes for detected cases were correct, whether these cases were real
leakage issues or just fake alerts indicating an abnormal behavior. In other
words, accuracy refers to the proportion of correctly predicted root-causes of
the total number of predicted root-causes per root-cause instance [30]. But in
the case of the TN it refers to the proportion of total number of unpredicted
root-causes over the total number of datasets as in equation 2. In order to
evaluate the accuracy and correctness of our approach, we use a gold standard
test with 12 revenue leakage issues (with their root causes) and 26 possible
revenue leakage symptoms as a gold standard discussed in the implementation
chapter.

CPRC

Accuracy = PRC

(2)
Where PRC is the number of predicated root-cause

And CPRC is the number of correctly predicted root-cause

6.3 Data Collection

The datasets consist of call detail records originated from five network nodes:
MSC, SASN, SMSC, Billing and CCN, which are responsible for telecom usage traffic.
For example, once a call is originated from the MSC, the MSC triggers the charging
system CCN to start the call online charging and both nodes generated call records. If

a record is missing from one of the sources, this means:
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e |f the record is missing from the CCN but exist on the MSC side, it means that
the call occurred but not charged which means revenue loss, or that the call
record is not loaded into RA system which means inaccurate monitoring and
reporting of the data.

e |f the record is missing from the MSC but exist on the CCN side, it means that
the call did not occur but the subscriber was charged which means customer
complaints and revenue loss in long term, or that the call record is not loaded

into RA system which means inaccurate monitoring and reporting of the data.

The datasets were generated using call detail generation tool developed by a
Google employee called Paul Kinlan [25]. The tool provides the researcher with the
ability to change many parameters to generate a near real dataset, such as:

1. Calls or GPRS sessions made per subscriber.

2. Number of accounts.

3. Start date

4. End Date.

5. Call Types.

6. Day distribution.

7. Outgoing call parameters, such as cost.

8. Time distribution.

To ensure valid representation and consistency of the generated dataset for the
considered scenarios, the data generation tool has been validated by the author
manually. For each of the considered scenarios, the values of above parameters
were repeatedly changed to generate a small dataset, which were then manually

inspected and checked. In all cases, the generated datasets were found to be valid
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representation of the input scenarios and describe the real behaviour of the telecom

traffic in terms of peak and off peak periods, destinations, different usage types,

different subscriber accounts, defined cost amounts per destination type, and traffic

distribution among days. The generated datasets provided the repetitive behaviour

for the same parameter values. Further explanation regarding the dataset

generation process can be found in the appendix.

The datasets were generated over two months to cover ten use cases (including

eight sub scenarios):

CCN Data with Major duration Increase with no cost increase on local traffic
from 26" -Dec till 31st-Dec. This dataset was generated to evaluate the ability
of the approach to accurately identify root-causes for fake alerts that do not
result in any revenue loss but they represent an extremely strange behavior. This
strange behavior was introduced by adding 3 additional minutes to the calls
duration starting from 26™-Dec without increasing the call charge.

Missing records from CCN due to an MSC Disconnection on 26th-Dec. This
dataset was generated to evaluate the ability of the approach to accurately
identify root-causes for real alerts that result in revenue losses due to MSC
disconnection caused by switch upgrade. This issue was introduced by not
introducing MSC calls to the charging system table on the date of the problem.
Missing records originated from MSC, SMSC and SASN from CCN side due
to CCN Disconnection on 5th-Dec. These datasets were generated to evaluate
the ability of the approach to accurately identify root-causes for real alerts that
result in revenue losses due to CCN disconnection caused by power failure at
SDP site. This issue was introduced by not introducing MSC, SMSC, and SASN

transactions to the charging system table on the date of the problem.
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Mismatched records originated from MSC and SASN with records originated
from CCN side due to a CCN Disconnection on 5th-Dec. These datasets were
generated to evaluate the ability of the approach to accurately identify root-
causes for real alerts that result in revenue losses due to CCN disconnection
caused by power failure at SDP site and causing partial transactions charging.
This issue was introduced by not introducing MSC and SASN transactions with
less data volume and call duration to the charging system table on the date of
the problem.

Missing records originated from MSC, SMSC and SASN from Billing side due
to a problem in the mediation system caused records not to be uploaded to the
billing table on 10th-Dec. These datasets were generated to evaluate the ability
of the approach to accurately identify root-causes for real alerts that result in
revenue losses due to Mediation system problem caused by an upgrade on the
mediation system. This issue was introduced by not introducing MSC, SMSC,
and SASN transactions to the billing system table on the date of the problem.
Major missing from different nodes and postpaid traffic drop on 1- Nov due to
error in CDRs generation at different nodes because of nodes configurations
change. These datasets were generated to evaluate the ability of the approach to
accurately identify root-causes for real alerts that result in revenue losses due to
CDRs generation problem caused by a node configurations change. This issue
was introduced by not generating MSC, SMSC, and SASN transactions for
postpaid and prepaid subscribers and not introducing equivalent records to the
billing system table on the date of the problem.

Major increase in total prepaid voice calls count, duration, and charge on 31st-

Dec due to a public event or holiday. This dataset was generated to evaluate the
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ability of the approach to accurately identify root-causes for fake alerts that do
not result in any revenue loss but they represent an extremely strange behavior
due to a public event. This strange behavior was introduced by increasing the
traffic percentage on the date of alert.

Major increase in total prepaid calls charge with no additional major increase in
calls count or calls duration due to a prices change starting from 24th-Dec. This
dataset was generated to evaluate the ability of the approach to accurately
identify root-causes for human errors that result in revenue losses and represent
an extremely strange behavior due to a wrong prices change. This strange
behavior was introduced by increasing the call minute price on the date of alert.
Major decrease in calls charge due to an increase in total calls with zero charge
for prepaid subscribers on 23rd-Nov because of wrong tariff configuration due
to internal fraud. This dataset was generated to evaluate the ability of the
approach to accurately identify root-causes for internal fraud cases that result in
great and noticeable revenue leakages for voice calls traffic, and represent an
extremely strange behavior due to a wrong prices change. This strange behavior
was introduced by changing call minute price to zero on the date of alert.
Major decrease in total SMSs charge due to an increase in total SMSs with zero
charge for prepaid subscribers on 7th-Nov because of wrong tariff configuration
due to internal fraud. This dataset was generated to evaluate the ability of the
approach to accurately identify root-causes for internal fraud cases that result in
great and noticeable revenue leakages for SMS traffic, and represent an
extremely strange behavior due to a wrong prices change. This strange behavior

was introduced by changing SMS price to zero on the date of alert.
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e Major decrease in total prepaid voice calls charge and duration in units starting
from 24th -Dec, while the total prepaid voice calls duration in seconds and count
follows their normal pattern without any major decrease in traffic. This behavior
was due to a new product launch for rounding units of voice calls to 90 seconds
instead of 60 seconds for the same price. This dataset was generated to evaluate
the ability of the approach to accurately identify root-causes for bad product
design cases that result in quality issues indicating unreal revenue leakage
issues, and represent an extremely strange behavior due to a rounding criteria
change. This strange behavior was introduced by changing the calls rounding
criteria on the date of alert.

e The launch of conflicting campaigns for international traffic that affect the
estimated revenues for each other. This dataset was generated to evaluate the
ability of the approach to accurately identify root-causes for bad design for
conflicting products cases result in financial issues indicating revenue leakage
issues, and represent a strange behavior. This strange behavior was introduced
by reducing the products traffic percentage on the date of alert.

e Great GPRS traffic increase and total charges decrease due to external fraud
using fraudulent application. This dataset was generated to evaluate the ability
of the approach to accurately identify root-causes for external fraud cases that
result in great and noticeable revenue leakages for GPRS traffic, and represent
an extremely strange behavior due to the use of fraudulent application. This
strange behavior was introduced by changing GPRS traffic to the initiation APN
that is zero charged.

In this context, we are interested in studying the cases that generate alerts to

detect possible leakage issues and identify all of their possible root-causes and to make
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sure that the datasets that do not generate alerts as they do not have any revenue leakage
issues within, will not be analysed to identify any root-causes.

Therefore, Table 2 illustrates revenue leakage issues used in this study, their
type, description, root-cause instances and symptoms. While table 3 represents different
datasets used per revenue leakage issue and different dates of the issue per datasets. For
example, fourth scenario represents a CCN disconnection problem due SDP site power
failure root-cause, causing five possible symptoms to occur, each of these symptoms
was studied separately from the others on 10 different datasets to assure the proposed
model sufficiency, completeness, accuracy, and correctness to show the potential of the

proposed approach and its plausibility.
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Scenario Type Description Root-cause Symptom
Major
First FP duration New Offer Great increase in MSC trending
increase
Second FP M?JO" traffic Pu.b“c Great increase in CCN trending
increase holiday
MSC Switch
Third TP disconnecti Great voice calls missing from CCN
upgrade
on
Great voice calls missing from CCN
Great SMSs missing from CCN
CCN SDP site Great GPRS sessions missing from CCN
Fourth TP | disconnecti power Mismatched voice calls duration between MSC
on failure and CCN
Mismatched GPRS sessions volume between SASN
and CCN
Problem in Great voice calls missing from Billing system
TP the System Great SMSs missing from Billing system
mediation upgrade ] . -
system Great GPRS sessions missing from Billing system
Great records missing from MSC side (MSC vs.
CCN)
Great records missing from SMSC side (SMSC vs.
CCN)
S Great records missing from SASN side (SASN vs.
CDRS ode B Y _
TP generation configurati Great drop in Y0|ce calls t'rafflc from MS(? side
in (MSC, Great drop in SMS traffic from SMSC side
ons change - - -
SMSC, or Great drop in GPRS traffic from SASN side
SASN) Great drop in postpaid voice calls traffic from
Billing side
Great drop in postpaid SMS traffic from Billing side
Great drop in postpaid GPRS traffic from Billing
side
Voice calls .
. Prices
price change by . . .
TP change- an Great increase in total voice call charges
Human employee
error
Rounding
criteria New Great decrease in voice calls units and total
FP change-Poor
el product charges

design
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Conflicting
campaigns- Poor
TP Poor Great product's international traffic decrease
product
product
design
Voice calls
price Prices
p change to change by | Great voice calls traffic increase and total charges
zero- an decrease
Internal employee
fraud
SMSs pri .
charigF:antcc:e Prices
Eleventh P Jero- change by Great SMS traffic increase and total charges
an decrease
Internal emplovee
fraud ploy
GPRS
initiation Fraudulent
. . Great GPRS traffic increase and total charges
Twelfth TP traffic- mobile ! &
- decrease
External application
fraud
Thirteenth ™ No'Ieakage No.Ieakage Normal trends and no missing recor:ds, sh'ould not
issue issue raise any alert and should not be investigated.

Table 2 Revenue leakage issues

Starting date of the problem
Date2 ‘ Date3 Date4 Date5 Date6  Date7 Date8 Date9  DatelO
First 31-Oct | 7-Nov 8-Nov 14-Nov | 21-Nov | 28-Nov | 5-Dec 12-Dec | 19-Dec 26-Dec
Second 5-Nov | 6-Nov | 12-Nov | 19-Nov | 26-Nov | 3-Dec 10-Dec | 17-Dec | 24-Dec 31-Dec
Third 31-Oct | 7-Nov | 8-Nov | 14-Nov | 21-Nov | 28-Nov | 5-Dec 12-Dec | 19-Dec 26-Dec
Fourth 31-Oct | 7-Nov 8-Nov | 14-Nov | 21-Nov | 28-Nov | 5-Dec 12-Dec | 19-Dec 26-Dec
Fifth 5-Nov | 6-Nov | 12-Nov | 19-Nov | 26-Nov | 3-Dec | 10-Dec | 17-Dec | 24-Dec | 31-Dec
Sixth 1-Nov | 8-Nov | 15-Nov | 22-Nov | 29-Nov | 5-Dec 13-Dec | 20-Dec | 26-Dec 27-Dec
Seventh 4-Nov | 5-Nov | 12-Nov | 18-Nov | 19-Nov | 26-Nov | 3-Dec 10-Dec | 17-Dec 24-Dec
Eighth 4-Nov | 5-Nov | 12-Nov | 18-Nov | 19-Nov | 26-Nov | 3-Dec 10-Dec | 17-Dec | 24-Dec
Ninth 4-Nov | 5-Nov | 12-Nov | 18-Nov | 19-Nov | 26-Nov | 3-Dec 10-Dec | 17-Dec 24-Dec
Tenth 2-Nov | 9-Nov | 19-Nov | 23-Nov | 30-Nov | 6-Dec 7-Dec 14-Dec | 21-Dec 28-Dec
Eleventh 2-Nov | 9-Nov | 19-Nov | 23-Nov | 30-Nov | 6-Dec 7-Dec 14-Dec | 21-Dec 28-Dec
Twelfth 3-Nov | 10-Nov | 17-Nov | 24-Nov 1-Dec 8-Dec | 15-Dec | 16-Dec | 22-Dec 29-Dec

26 datasets with no leakage issue were used on all revenue leakage issues symptoms checks used
previously to assure that no alert and no root-cause analysis will be held.

Scenario

Thirteenth

Table 3 Datasets used for evaluation
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6.4 Results and discussion

This section aims to show the results of introducing the generated datasets to
the provenance based developed model with respect to completeness and accuracy
evaluation metrics.

Table 4 illustrates the calculation of completeness and accuracy evaluation

metric per symptom for the total of 10 datasets used for evaluation, except for the last

case TN that used 1 dataset per symptom with a total of 26 datasets.

~ Predicted ~ Completeness  Accuracy

. Correctly #Correctly
Scenario Symptom Type X

ymp P TP FP | TN FN predicted #Predicted/#Alerts Predicted/

#Predicted

. Great increase in o o
First MSC trending P olol10] 0] 0 10 100% 100%
Second Greatincreasein |, | 5 | 15| o | ¢ 10 100% 100%
CCN trending

Third Greatvoicecalls | p |51 o | o | ¢ 10 100% 100%
missing from CCN
Great voice calls
missing from CCN
Great SMSs missing
from CCN
Great GPRS
sessions missing TP 10| O 0 0 10 100% 100%
from CCN
Fourth Mismatched voice
calls duration
between MSC and
CCN
Mismatched GPRS
sessions volume
between SASN and
CCN
Great voice calls
missing from Billing | TP | 10| O 0 0 10 100% 100%
system
Great SMSs missing
from Billing system
Great GPRS
sessions missing TP 10| O 0 0 10 100% 100%
from Billing system

TP |10 | O 0 0 10 100% 100%

TP (10| O 0 0 10 100% 100%

TP (10| O 0 0 10 100% 100%

TP |10 | O 0 0 10 100% 100%

Fifth TP |10 0O | O 0 10 100% 100%




169

Great records
missing from MSC TP 10| O 0 0 10 100% 100%
side (MSC vs. CCN)

Great records
missing from SMSC
side (SMSC vs.
CCN)

TP |10 | O 0 0 10 100% 100%

Great records
missing from SASN TP 10| O 0 0 10 100% 100%
side (SASN vs. CCN)

Great drop in voice
calls traffic from TP 10| O 0 0 10 100% 100%
MSC side

Great drop in SMS
traffic from SMSC TP |10 | O 0 0 10 100% 100%
side

Great drop in GPRS
traffic from SASN TP |10 | O 0 0 10 100% 100%
side

Great drop in
postpaid voice calls
traffic from Billing

side

TP |10 | O 0 0 10 100% 100%

Great drop in
postpaid SMS
traffic from Billing
side

TP |10 | O 0 0 10 100% 100%

Great drop in
postpaid GPRS
traffic from Billing
side

TP |10 | O 0 0 10 100% 100%

Great increase in
Seventh total voice call TP 10| O 0 0 10 100% 100%
charges

Great decrease in
Eighth voice calls units FP 0 (10| O 0 10 100% 100%
and total charges

Great product's
international traffic TP 10| O 0 0 10 100% 100%
decrease

Great voice calls
traffic increase and
total charges
decrease

TP |10 0O | O 0 10 100% 100%

Great SMS traffic
Eleventh increase and total TP 10| O 0 0 10 100% 100%
charges decrease

Great GPRS traffic
Twelfth increase and total TP 10| O 0 0 10 100% 100%
charges decrease
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Thirteenth No alert, No IN |0|lo]|26] 0 0 100% 100%
Problem

Table 4 Completeness and Accuracy evaluation per symptom

Completeness evaluation was done by dividing the number of identified
revenue leakage issues per symptom per type root-causes over the number of revenue
leakage issues datasets introduced to the developed model.

Accuracy evaluation was done by dividing the number of correctly identified
revenue leakage issues per symptom per type root-causes over the number of correctly
identified revenue leakage issues per symptom per type root-causes of the leakage
issues datasets introduced to the developed model.

The model has proven its completeness and accuracy depending on the results
shown in table 4, as it achieves 100% completeness and accuracy for the evaluated root-
cause instances. On the other hand, the model depends to a high level on the accuracy
of contextual information represented in the tables, so it needs to assure tables data
accuracy to be accurate in root-cause analysis. For example to predict that an offer for
prepaid subscribers was launched at the day of the revenue leakage issue, it should be
correctly added and represented in the offers table for prepaid subscribers not postpaid
subscribers. Including more data elements and classes will be a goal for improving the
current proposed approach. Moreover, the model lacks the involvement of agent nodes
to be representative of the user responsible for some actions and activities, and it does
only support usage assurance and rating assurance, but lacks the ability to include
subscription assurance, interconnect assurance, and partner assurance. Furthermore, it
does not support RA functions on subscriber basis, depending on subscriber
information. But, these limitations represent a starting point for future enhancement for

the model.
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6.5 Threats to validity

The evaluation was conducted on the defined processes, scenarios, and root
causes that were systematically identified by the author, and thus consequently the
approach was developed to address these identified cases, thus achieving high
completeness and accuracy. However, the authors realize that identified cases or
scenarios may not necessarily be conclusive and due to the nature and complexity of
the RA function, other cases or scenarios may exist, that may have not been identified
by the author. In this work the authors studied the scenarios and root causes of interest
that could be measured accurately and have a strong relation to the research problem.
It is worth noting that as shown in the implementation chapters, RA detective processes
follow nearly a similar workflow, and which gives an indication that our results may be

generalized to other RA processes, scenarios and root causes.
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Chapter 7 Conclusions

This chapter concludes the thesis. A brief description of literature review,

proposed model, contributions, results, limitations and future work is presented here.

7.1 Introduction

In our literature review, we focused on current approaches for leakage detection
including big data analytics and rule-based systems. The main drawback of these
approaches that they are mainly human driven in the investigation process and do not
support drill down and root-cause analysis features.

Chapter 4 proposed a new approach for revenue leakage detection that supports
drill down and root-cause analysis in telecom industry based on data provenance
approach using semantic and contextual information related to the main revenue
leakage detection processes and main telecom network nodes.

The rest of this chapter presents the conclusion including contributions,
summary of the results, limitations and assumptions related to the proposed approach

and potential future work.

7.2 Contributions

The main contribution of this novel approach is the development of an approach
that supports root-cause analysis and drill down capabilities in current rule-based RA
systems. To achieve this we have followed the below steps:

e The development of a rule-based RA system model that supports backward
tracing consisting of critical revenue assurance functions on large datasets for

testing and evaluation purposes.
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The development of a query model able to generate a data workflow for critical
revenue assurance functions. The workflow can automatically be generated
once the function is executed, consisting of nodes representing source nodes
and SQL processes, and links representing the relationships between the nodes.
The development of a Provenance model. The model consists of information
and the relationships as mapped attributes and used filters. Additional nodes,
such as incidents, logs, offers, and public events, are connected to both source
nodes and results nodes to enrich the provenance information.

The development of an alerting mechanism where once a threshold is reached
the system generates an alert with possible reasons and additional information,
a data workflow graph explaining how the data has changed and tables of all
affected data at each step to give the analyst the ability to drill down among the

raw data.

7.3 Results

below:

1.

The evaluation evaluated the completeness and correctness of our approach as

Completeness test was done to insure that our proposed approach could perform
root-cause analysis and debugging for all different use cases that generate alerts.
In order to evaluate the completeness of our approach, we use a gold standard
test with 12 revenue leakage issues (with their root causes) and 26 possible
revenue leakage symptoms as a gold standard discussed in the implementation

chapter. Completeness evaluation was done by dividing the number of
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identified revenue leakage issues per symptom per type root-causes over the
number of revenue leakage issues datasets introduced to the developed model.
Accuracy (Correctness) test was done to evaluate how many of the predicted
root-causes for detected cases were correct, whether these cases were real
leakage issues or just fake alerts indicating an abnormal behavior. In order to
evaluate the accuracy and correctness of our approach, we use a gold standard
test with 12 revenue leakage issues (with their root causes) and 26 possible
revenue leakage symptoms as a gold standard discussed in the implementation
chapter. Accuracy evaluation was done by dividing the number of correctly
identified revenue leakage issues per symptom per type root-causes over the
number of correctly identified revenue leakage issues per symptom per type
root-causes of the leakage issues datasets introduced to the developed model.

The model has proven its completeness and accuracy as it achieves 100%

completeness and accuracy for the evaluated root-cause instances. On the other hand,

the model depends to a high level on the accuracy of contextual information represented

in the tables, so it needs to assure tables data accuracy to be accurate in root-cause

analysis. For example to predict that an offer for prepaid subscribers was launched at

the day of the revenue leakage issue, it should be correctly added and represented in the

offers table for prepaid subscribers not postpaid subscribers. And it needs to be further

enhanced to involve agent nodes and include subscription assurance and interconnect

assurance as business cases with the involvement of subscribers’ information.

7.4 Limitations and assumptions

This section covers some of the assumptions and limitations of our work:
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e The model depends to a high level on the accuracy of contextual information
represented in the tables, so it needs to assure tables data accuracy to be accurate
in root cause analysis, for example to predict that an offer for prepaid
subscribers was launched at the day of the revenue leakage issue, it should be
correctly added and represented in the offers table for prepaid subscribers not
postpaid subscribers.

e The model lacks the involvement of agent nodes to be representative of the user
responsible for some actions and activities.

e The current model does only support usage assurance and rating assurance, but
lacks the ability to include subscription assurance, and interconnect assurance.

e The current model does not support RA functions on subscriber basis,

depending on subscriber information.

7.5 Future work

This section presents the main areas for future work as below:

e The involvement of agent nodes in the provenance model to be representative
of the user responsible for some actions and activities for auditing and
accountability purposes.

e Include subscriber database in the approach to enhance current RA functions
that work on subscriber basis to support drill-down and root-cause analysis.

¢ Include RA functions related to subscription assurance, interconnect assurance,

and partner assurance in enhanced approach.
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Appendix

Dataset generation process using CDR generation tool

The original version of the CDR generation tool was obtained from the

following url link (https://paul.kinlan.me/call-detail-record-cdr-generation-tool/). The

updated version, used in this study, its description, command line usage, API usage,

and configuration options can be found here (https://github.com/mayconbordin/cdr-

gen/). To generate the dataset, 1) the parameters are given values in the configurations
file, see figure 100; 2) run the CDRGen using the command prompt using MVN

commands, see figure 101. The datasets will then be generated in Excel files, see figure

102.

E{

— "callsMade": {
"mean" : K
"=stdDev":

B e

= "incomingCalls": {
"mean" : N
"=stdDev":

B e

"numiccounts": K

"startDate": "29%/12/2017",

"endDate": "30/12/2017",

"zallTypes": ["Free", "Local", "National"™, "Intl", "PR3", "Mcocbile"],

= "dayDistribution": {

"sun": N
"mon": '
"tus": '
"wed": '
"thu": '
"frif: E
"=at":
o e
= "offPeakTimePeriod™: {
"start": "18:00",
"end": "0B:00"
- e
— "outgoingCallParams": {
E "Frese": |
"callCost"
"callDur"

"callstdDev"
"callstdDevia"
"callOPCost"
-] 1O EThi"

w m m om om

Figure 100 Configuration file
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BN Administrator: Command Prompt - java -jar \target\cdr-gen-1.0-SNAPSHOT-jar-with-dependencies jar test.csv C\Users\wisam\Desktop\cdr-gen-mas..  — O X

phe numb
number of

Figure 101 CDRGen in command prompt

A B C D E F G H | J K L M N s}

ID A# Lines B# Sdate Edate Stime  Etime Type Cost SDTM EDTM Time Difference Call Duration (Seconds) Call Duration (Minutes)
2| 01866111111 1 7836422222 12f10/2017 12/10/2017 16:05:00 16:11:00 Mobile 150 12/10/1716:05:00 12/10/17 16:11:00 0:06:00 360 6
3| 11866111111 0 1867777777 12/9/2017 12/9/2017 19:30:00 19:47:00 Local 68 12/09/1719:30:00 12/09/17 19:47:00 0:17:00 1020 17
4| 21866111111 0 1867777777 12/6/2017 12/6/2017 18:55:00 19:12:00 Local 68 12/06/1718:55:00 12/06/17 19:12:00 0:17:00 1020 17
5| 31866111111 0 1867777777 12/9/2017 12/9/2017 23:05:00 23:16:00 Local 44 12/09/17 23:05:00 12/09/17 23:16:00 0:11:00 660 1
6 | 41866111111 1 8456777777 12/7/2017 12/7/2017 19:30:00 19:34:00 National 32 12/07/1719:30:00 12/07/17 19:34:00 0:04:00 240 4
7| 51866111111 1 1867777777 12/4/2017 12/4/2017 12:00:00 12:05:00 Local 20 12/04/1712:00:00 12/04/17 12:05:00 0:05:00 300 5
2 | 61866111111 0 1867777777 12/7/2017 12/7/2017 5:55:00 6:06:00 Local 44 12/07/1705:55:00 12/07/17 06:06:00 0:11:00 660 11
9| 7 1866111111 1 8456777777 12/6/2017 12/6/2017 16:20:00 16:33:00 National 104 12/06/1716:20:00 12/06/17 16:33:00 0:13:00 780 13
10| 8 1866111111 0 1867777777 12/6/2017 12/6/2017 20:25:00 20:45:00 Local 80 12/06/1720:25:00 12/06/17 20:45:00 0:20:00 1200 20
1] 9 1866111111 1 1867777777 12/5/2017 12/5/2017 23:05:00 23:25:00 Local 80 12/05/17 23:05:00 12/05/17 23:25:00 0:20:00 1200 20
2|10 1866111111 0 8456777777 12/7/2017 12/7/2017 21:45:00 21:58:00 National 104 12/07/1721:45:00 12/07/17 21:58:00 0:13:00 780 13
13|11 1866111111 1 1867777777 12/10/2017 12/10/2017 15:25:00 15:57:00 Local 128 12/10/1715:25:00 12/10/17 15:57:00 0:32:00 1920 32
4/12 1866111111 0 7836422222 12/6/2017 12/6/2017 18:00:00 18:10:00 Mobile 250 12/06/1718:00:00 12/06/17 18:10:00 0:10:00 600 10
5|13 1866111111 1 1867777777 12/7/2017 12/7/2017 18:10:00 18:34:00 Local 96 12/07/1718:10:00 12/07/17 18:34:00 0:24:00 1440 24
16]14 1866111111 1 1867777777 12/7/2017 12/7/2017 18:40:00 19:04:00 Local 96 12/07/1718:40:00 12/07/17 19:04:00 0:24:00 1440 2
7|15 1866111111 0 1867777777 12/4/2017 12/4/2017 17:50:00 18:34:00 Local 176 12/0417 17:50:00 12/04/17 18:34:00 0:44:00 2640 a4
2/16 1866111111 1 7836422222 12/7/2017 12/7/2017 20:50:00 21:04:00 Mobile 350 12/07/17 20:50:00 12/07/17 21:04:00 0:14:00 840 14
19/17 1866111111 0 22822222222 12/5/2017 12/5/2017 18:50:00 19:18:00 Intl 840 12/05/17 18:50:00 12/05/17 19:18:00 0:28:00 1680 28
20|18 1866111111 1 1867777777 12/7/2017 12/7/2017 1:35:00 1:44:00 Local 36 12/07/1701:35:00 12/07/17 01:44:00 0:09:00 540 9
2119 1866111111 0 1867777777 12/6/2017 12/6/2017 17:40:00 17:49:00 Local 36 12/06/1717:40:00 12/06/17 17:49:00 0:09:00 540 3
22|20 1866111111 1 7836422222 12/6/2017 12/6/2017 19:25:00 19:25:00 Mobile 0 12/06/1719:25:00 12/06/17 19:25:00 0:00:00 0 0
23|21 1866111111 1 1867222222 12/4/2017 12/4/2017 19:20:00| 19:47:00]Local 108 12/04/1719:20:00 12/04/17 19:47:00 0:27:00 1620 27
sl oogoccosasaa o corcossaon aofogones aolgionaz oo aeaananae  aonoologlicoccin solpolizocssnn cwsco .

Figure 102 Final generated dataset



